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Abstract

Studies of rare and forbidden K+ decays are presented based on analysis of data taken
by the NA62 experiment between 2016 and 2018 (Run 1).

The primary physics objective of the NA62 experiment is the study of the ultra-rare
decay K+ → π+νν̄. Studies of backgrounds are presented and the results of the Run 1
K+ → π+νν̄ analysis are summarised.

A search for the K+ → π+X decay, where X is a long-lived feebly interacting
particle, is performed through an interpretation of the K+ → π+νν̄ analysis of 2017 data.
Upper limits are established on the branching ratio, B(K+ → π+X) for ranges of X
masses, 0–110 MeV/c2 and 154–260 MeV/c2, and lifetimes above 100 ps.

Searches for the lepton number violating K+ → π−µ+e+ decay and lepton flavour
violating K+ → π+µ−e+ and π0 → µ+e+ decays are described. No signals are observed
and upper limits on the branching ratios of these decays at 90% confidence level are
obtained: B(K+ → π−µ+e+) < 4.2 × 10−11, B(K+ → π+µ−e+) < 6.6 × 10−11, and
B(π0 → µ−e+) < 3.2× 10−10, improving by an order of magnitude on previous results.
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Chapter 1

Introduction

The Standard Model of particle physics (SM) represents the best description currently
available of the fundamental constituents of the universe and their interactions. It stands
as an outstanding achievement of science, developed over decades and its predictions
tested over a century. The SM includes the most precise testable, and experimentally
confirmed, predictions of the workings of nature. However, it is not enough to explain all
of our experimental results and therefore is not a complete model of physics.

The goal of modern particle physics is to push the SM to breaking point, to test its
predictions as precisely as possible and, hopefully, in the way its limitations are exposed
a discovery of the underlying theoretical framework will be revealed. The search for
this ‘New Physics’ (NP), beyond the standard model (BSM), involves theoretical and
phenomenological predictions of potential differences between the SM and BSM scenarios
which may be tested experimentally, and the corresponding experimental efforts. At
this moment in time no clear theoretical consensus exists and now, perhaps more than
ever, experimental searches are vital to unlocking the next advance in our knowledge of
fundamental physics. These experimental searches may take the form of direct searches
for new particles, either at the highest energies or for weakly interacting particles in very
large datasets, or through precision tests of SM predictions which may be modified by the
presence of additional interactions or particles.

In chapter 2 a summary of the fundamentals of the SM will be presented in the
context of the search for NP in rare and forbidden K+ decays. Potential BSM scenarios
which can be tested by these searches are introduced. The NA62 experiment at the Euro-
pean Organization for Nuclear Research (Conseil Européen pour la Recherche Nucléaire,
CERN) is described in chapter 3. Specific searches for NP in precision tests of the stan-
dard model in rare kaon decays, decays to an exotic particle not in the SM, and forbidden
lepton number violation and/or lepton flavour number violating decays, are presented in
chapters 5, 6 and 7 respectively.
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Chapter 2

Theoretical Foundations

2.1 The Standard Model of Particle Physics

The Standard Model of particle physics [6] [7] [8] is a mathematically self-consistent renor-
malisable gauge quantum field theory description of fundamental fields (usually depicted
as corresponding to 18 particles: 12 spin-1/2 fermions, 5 spin-1 bosons and the spin-0
Higgs boson) and three interactions (Electromagnetic, weak and strong), illustrated in
figure 2.1. The SM is constructed from symmetry principles and has symmetry group
SU(3)c × SU(2)L × U(1)Y , with unbroken non-Abelian gauge group SU(3)c related to
Quantum ChromoDynamics (QCD) and strong interactions and spontaneously broken
SU2 × U(1)Y local gauge symmetry associated with electroweak interactions. The Higgs
field is responsible for this spontaneous symmetry breaking and allows a mechanism
through which the associated electroweak gauge bosons (W± and Z0) acquire masses.
There are two chiralities of fermions, left-handed (with associated SU(2) doublets) and
right-handed (SU(2) singlets) and to preserve the SU2×U(1)Y symmetry a Yukawa cou-
pling to the Higgs field is introduced, generating fermion masses as free parameters of the
SM.
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Figure 2.1: Fundamental particles of the SM and their interactions.
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2.1.1 Flavour Structure of the SM

In the SM only left-handed chiral states are subject to vector − axial vector (V − A)
charged current interactions (mediated by W± bosons). This leads to violation of Parity
(P) conservation, as first measured experimentally in beta decays [9]. In the quark sector
there exists a left-handed doublet under SU(2)L

QL =

(
UL
DL

)
, (2.1.1)

(where UL and DL are spinors representing up and down type quarks respectively) with
hypercharge YQ = 1/3, and right-handed singlets UR and DR with YU = 4/3 and YD =
−2/3 respectively. After symmetry breaking the quark mass (strong) and interaction
(weak) eigenstates do not coincide. The original two-generation formulation of this, the
Cabibbo hypothesis [10], is parameterised by a unitarity matrix with controlling parameter
θc ≈ 13◦, the Cabibbo angle,(

d′

s′

)
︸ ︷︷ ︸

weak eigenstates

=

(
cos θc sin θc
− sin θc cos θc

)
︸ ︷︷ ︸

Cabibbo matrix

(
d
s

)
︸︷︷︸

mass eigenstates

. (2.1.2)

By convention diagonalization of the Cabibbo mixing matrix is performed such that the
down-type quark eigenstates are rotated. This two-generation formalism led to the predic-
tion of the charm quark through the GIM mechanism [11] which also results in suppression
of the rate of rare decays. Including third generation quarks into this mixing paradigm [12]

results in the CKM (Cabibbo-Kobayashi-Maskawa) complex unitary matrix VCKM , pa-
rameterised by four physical parameters. Equation 2.1.2 therefore becomesd′s′

b′


︸ ︷︷ ︸

weak eigenstates

=

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


︸ ︷︷ ︸

CKM matrix

ds
b


︸ ︷︷ ︸

mass eigenstates

. (2.1.3)

The relative size of the CKM matrix elements determines the coupling strength entering
the matrix element at a quark vertex. The off-diagonal elements representing couplings
between generations are small and lead to suppression of decay rates (CKM suppression).
The current experimentally determined magnitudes for the matrix elements are [13]|Vud| = 0.97420± 0.00021 |Vus| = 0.2243± 0.0005. |Vub| = (3.94± 0.36)× 10−3

|Vcd| = 0.218± 0.004 |Vcs| = 0.997± 0.017 |Vcb| = 0.0422± 0.0008
|Vtd| = (8.1± 0.5)× 10−3 |Vts| = 0.0394± 0.0023 |Vtb| = 1.019± 0.025

 .

(2.1.4)
The hierarchical structure of the matrix, displayed schematically in figure 2.2a, is clear
when writing VCKM in the Wolfenstein parameterisation (up to 4th order in λ) as

VCKM =

 1− λ2

2
λ Aλ3(ρ− iη)

λ 1− λ2

2
Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) , (2.1.5)
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(a) CKM Matrix, box sizes proportional to
measured magnitude of elements [13].

𝑈!"#$ =

(b) PMNS matrix, box sizes approximately
the size of the central value of current 95%
confidence interval bounds [15].

Figure 2.2: Schematic illustration of the relative magnitude of mixing matrix elements.
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Figure 2.3: The unitarity triangle (UT).

where λ = sin θc = |Vus|√
|Vud|2+|Vus|2

, A = 1
λ
|Vcb|
|Vus| and ρ̄+ iη̄ = −VudV

∗
ub

VcdV
∗
cb

and where ρ̄ and η̄ are

defined as ρ̄ = ρ(1− λ2

2
+O(λ4) + ...) and η̄ = η(1− λ2

2
+O(λ4) + ...). From the unitarity

relations,
∑

i VijV
∗
ik = δjk and

∑
j VijV

∗
jk = δik, the six cases equal to zero allow a closed

triangle to be defined in the complex plane where side lengths are given by VijV
∗
ik and

with area equal to the Jarlskog invariant [14], J =
Im[VijVklV

∗
ilV
∗
kj ]∑

m,n εikmεjln
. Of particular interest are

the cases where all three sides are of order λ3 and often the case of

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 (2.1.6)

is used to define ‘the’ unitarity triangle as shown in figure 2.3.

In the lepton sector a similar picture emerges with the chiral left-handed electron
and electron neutrino forming a doublet under SU(2)L

χL =

(
νeL
eL

)
, (2.1.7)

with hypercharge YL = −1. There exists an analogous right handed singlet for charged
leptons, for example eR for the electron, with hypercharge YR = −2 (and therefore electric
charge Q = −1 for both electron components). As in the quark sector, the weak interac-
tion eigenstates and mass eigenstates do not coincide and here this is parameterised by
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the PMNS mixing matrix (UPMNS) [16] [17] [18] withνeνµ
ντ


︸ ︷︷ ︸

weak eigenstates

=

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


︸ ︷︷ ︸

PMNS matrix

ν1

ν2

ν3


︸ ︷︷ ︸

mass eigenstates

. (2.1.8)

The weak eigenstates take part in interactions, and by definition the electron neutrino,
νe, is the neutrino that emerges in conjunction with a positron in a charged current inter-
action. However, during propagation neutrinos exist as a coherent linear superposition of
the mass eigenstates and it is only when a subsequent interaction occurs that the wave-
function collapses and a specific weak state is expressed. This property, where a neutrino
of one flavour can be produced but can later interact with another flavour, is designated
as ‘neutrino oscillations’ and is only possible if there is a mass difference between each
pair of neutrinos (and therefore only if at least two neutrino flavours have mass). The
mixing matrix UPMNS can be written as

UPMNS =

1 0 0
0 c23 s23

0 −s23 c23

 c13 0 s13e
iδ

0 1 0
−s13e

iδ 0 c13

 c12 s12 0
−s12 c12 0

0 0 1

 , (2.1.9)

where sij = sin θij and cij = cos θij and the parameterisation highlights the three mixing
angles θ12, θ23 and θ13 and the complex phase δ. The hierarchy in UPMNS is very dif-
ferent to VCKM , as shown in figure 2.2b. Strictly within the standard model there is no
mechanism for neutrinos to obtain mass and therefore a minimal extension of the SM is
required to describe this behaviour, see section 2.2.2.

The SM has 19 parameters, four from the electroweak scalar sector which may be
mapped to physical observables:

Z boson mass: mZ = 92.1 GeV/c2 , (2.1.10)

Higgs boson mass: mH = 125 GeV/c2 , (2.1.11)

Fine structure (EM coupling) constant α ≡ e2

4π
' 1

137
, (2.1.12)

Weinberg (weak mixing) angle, with sin2 θW = 0.231 , (2.1.13)

one from strong interactions

strong coupling constant gs , (2.1.14)

nine masses (6 quarks plus 3 charged leptons) with 4 parameters from the CKM matrix
(3 mixing angles plus one complex phase) and finally a QCD phase θQCD.

2.1.2 Emergent Symmetries

In addition to the gauge symmetry principles used to construct the SM it is found to have
other (global) symmetries. These are not required for its construction but apparently
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emerge naturally from it. The Noether theorem [19] then implies conserved quantities.
First, the SM Lagrangian is invariant under simultaneous phase rotation of all quarks
(with corresponding opposite rotation for antiquarks), with corresponding conservation
of baryon number:

B =
1

3
(Nq −Nq̄) = Nbaryons −Nanti-baryons . (2.1.15)

As a consequence the lightest baryon, the proton, is predicted to be stable. Similarly,
conservation of lepton number is enforced with

L = N` −N¯̀ . (2.1.16)

Moreover, in the lepton sector without neutrino masses no mixing between lepton gener-
ations is possible and so individual lepton flavour/family number conservation is enforced
as

L` = N` +Nν` − (N¯̀ +Nν̄`) , (2.1.17)

with ` = e, µ, τ .

2.2 Beyond the Standard Model

2.2.1 The Limits of the SM and Requirement for BSM Physics

The SM is not able to explain all experimental observations and is therefore not a complete
theory of nature. The SM does not describe all four fundamental forces, with the best
description of gravity provided by general relativity. Apparently it does not describe
all fundamental particles either, with the known presence of Dark Matter (DM) in the
universe. Moreover, complete descriptions of interactions and decays may not be fully
contained in the SM, as evidenced by the dramatic baryon asymmetry in the universe,
explanation of which requires more CP violation than is present in the SM 1 [20] [21].

The phenomenon of neutrino oscillations, as introduced and defined in section 2.1.1,
was demonstrated in neutrinos produced in the upper atmosphere [22] and the sun [23] [24] by
2002. This is the only completely blatant experimental proof of BSM physics to date and
the implications of including neutrino masses is discussed in section 2.2.2. Sections 2.2.3
and 2.2.4 review relevant important known open issues in modern particle physics. A brief
discussion of BSM model frameworks is given in sections 2.2.5 and 2.2.6. The current
prominent hints for NP, the so-called ‘anomalies’, are then reviewed in section 2.2.7.

2.2.2 Standard Model Extensions for Neutrino Masses

No right handed neutrinos exist in the SM. The weak interaction V −A only interacts with
left-handed fermions and therefore in the minimal case no right handed neutrinos are pre-
dicted and left-handed neutrinos are massless. However, since neutrino oscillations prove

1The three ‘Sakharov conditions’ [20] which must be fulfilled to allow baryon asymmetry in the universe:
baryon number violation, C and CP violation, and interactions taking place out of thermal equilibrium.
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νL νR

mD

(a) Dirac neutrinos.

νR ν̄L

M

(b) Majorana neutrinos.

Figure 2.4: Interaction vertices for Dirac and Majorana neutrinos.

the existence of non-zero neutrino mass, terms must be added to the SM Lagrangian rep-
resenting their mass. These mass terms can take two forms, Dirac or Majorana expressed
respectively as

LD = −mD(ν̄RνL + ν̄LνR) , (2.2.1)

with Dirac mass mD and

LM = −1

2
M(ν̄cRνR + ν̄Rν

c
R) , (2.2.2)

where M is the Majorana mass and νcR is the CP conjugate field for a right handed
neutrino, corresponding to a left handed antineutrino. Corresponding interactions are
illustrated in figure 2.4. Both respect the local gauge invariance of the SM, but the
Majorana term implies a direct coupling of a particle and its antiparticle, in this way
such ‘Majorana neutrinos’ may be considered to be their own antiparticle. In the most
general scenario both Dirac and Majorana masses may be included

Lmν = −1

2

mDν̄LνR +mDν̄cRν
c
L︸ ︷︷ ︸

Dirac

+Mν̄cRνR︸ ︷︷ ︸
Majorana

+ h.c. . (2.2.3)

Physical neutrino states are then obtained from a diagonalized mass matrix M =

(
0 mD

mD M

)
(for each neutrino flavour) leading to physical mass

mν =
M ±

√
M2 + 4m2

D

2
. (2.2.4)

The observation that the observed left handed neutrinos must have a mass several orders
of magnitude smaller than the other fermions [13] may then be explained if the Dirac mass
mD is in fact of O(GeV/c2) but the Majorana mass M is very large, giving

mνL ≈
m2
D

M
∼ O(0.01 eV/c2) and mN ≈M ∼ O(1011 GeV/c2) , (2.2.5)

with heavy neutrino state(s) N . This is the (type I) ‘see-saw’ mechanism [25] [26] [27].

The introduction of new right-handed neutrinos, with Majorana mass terms and cor-
responding interactions, has potentially observable implications for particle interactions
including a mechanism for lepton number violation (LNV), (charged) lepton flavour/family
number violation ((C)LFV) and neutrinoless double beta decay (0νββ).
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W+ W+

(a) Mediated via neutrino oscillations.

µ+ e+

γ

N

W+ W+

(b) Mediated by Majorana neutrinos.

Figure 2.5: Feynman diagrams for CLFV decay µ+ → e+γ.

2.2.2.1 LFV and LNV

Mixing of the 3 known active massive left-handed neutrinos constitutes LFV and allows
mediation of decay processes forbidden in the minimal SM, for example the CLFV µ± →
e±γ decays, see figure 2.5a. However, if this mixing is the only source of LFV such
processes are highly suppressed, via the GIM mechanism, leading to unobservably low
rates [13] [28]

B(µ± → e±γ) =
3α

32π

∣∣∣∣∣∑
i

UµiUei
m2
νi
−m2

ν1

m2
W

∣∣∣∣∣
2

< 10−54 . (2.2.6)

However, LNV and LFV processes are predicted in many BSM scenarios. For example,
in this case Majorana neutrinos can act as a mediator, see figure 2.5b, and enhance the
decay rate to B(µ± → e±γ) ∼ 10−13 [28] or similar, depending on the construction of
the model [29], which is within range of experimental sensitivity with current upper limit
B(µ+ → e+γ) < 4.2× 10−13 (from the MEG experiment at PSI) [30] .

Majorana neutrino mediated interactions can also lead to a violation of total lepton
number, for example in the decays K+ → π−`+`+ with ∆L = 2 (and ∆L` = 2), see figure
2.6. In the case where an on-shell Majorana neutrino (resonantly produced withmπ+m` <
mN < mK − m`) the branching ratio may be enhanced to observable levels [31]. This
scenario was specifically studied by the NA48/2 experiment for ` = µ [32] [33] and improved
upper limits on the branching ratio were recently reported by the NA62 collaboration (for
` = µ and e) [34].

2.2.2.2 Neutrinoless Double Beta Decay

Certain even-even (A and Z even) radioactive nuclei have an intermediate state before
the lowest energy level for which transition to is energetically forbidden via standard β±

decay (e± emission), being at higher energy than the state before. However, a double
beta decay can allow transition to the lowest stable energy state. In the SM this process
always produces two companion neutrinos:

(Z,A)→ (Z + 2, A) + 2e− + 2ν̄e , (2.2.7)

a rare process with half-life τ1/2 ≈ 1019–1025 years which has been observed. However, if
neutrinos are Majorana particles then their exchange, similar to figure 2.6b, can lead to
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Figure 2.6: Feynman diagrams for LNV decay K+ → π−`+`+. The s-channel process
alone contributes to the decay via mediation of an on-shell Majorana neutrino [31].

an equivalent neutrinoless double beta decay (0νββ) process

(Z,A)→ (Z + 2, A) + 2e− , (2.2.8)

which is experimentally distinct because the electrons must be monoenergetic. The theo-
retical 0νββ decay rates depend on the size of UPMNS elements. Currently 0νββ decays
have not been observed and most stringent upper limits are set by the GERDA experiment
for the 76Ge isotope at τ1/2 > 8.0× 1025 years [13] [35].

Existence of 0νββ decay requires a Majorana neutrino mass regardless of the specific
model. The decay rate, (τ1/2)−1 is proportional to the square of the effective Majorana
mass, < mββ >

2= |∑i U
2
eimνi |2, [13]

(τ1/2)−1 = G0νββ|M0νββ|2 < mββ >
2 (2.2.9)

where G0νββ is a phase-space factor [36] andM0νββ is the nuclear matrix element. Current
sensitivity leads to upper limits on the effective Majorana mass of O(100 meV), with
recent CUORE results giving upper limits between 75 and 350 meV [37]. This relatively
large spread of upper limits is primarily due to the range of results of theoretical nuclear
matrix element calculations. Next generation experiments, using a range of isotopes and
experimental techniques, aim at sensitivities to τ1/2 = O(1027 years) and < mββ >=
O(10 meV) [38] [39].

2.2.3 The Strong CP problem

The only experimentally observed origin of CP violation in the SM is in weak interactions
in the quark sector and is attributed to the complex phase in the CKM matrix. In
principle however CP violation is also possible in the strong interaction, with associated
parameter θQCD. This should generate electric dipole moments (edm) d (conventionally
measured in units of electron charge × cm: e cm) for the neutron [40] [13]

|dn|θCQD ≈ (0.9 – 1.2)× 10−16θQCD e cm . (2.2.10)

10



In principle the CP violating phase from the CKM matrix gives rise to an edm at three and
four loop orders for quarks and leptons respectively [41] [42] and contributes an additional
negligible amount to the neutron edm [13] [40]

|dn|CKM ≈ (1 – 6)× 10−32 e cm . (2.2.11)

The uncertainty in the theoretical predictions is indicated by the ranges quoted which
include the impacts of hadronic, nuclear, and atomic theory uncertainties. It is clear that
the CKM contribution may be neglected since it is not observable with current or foreseen
technologies, however the component from θQCD could be observed depending on the size
of the parameter. In a model without fine-tuning one would expect θQCD ∼ O(1), however
the current experimental bounds on the neutron edm are [13] [43]

|dn| < 3.6× 10−26 e cm (@95%C.L.) implying θQCD < 3× 10−10 . (2.2.12)

This improbably low value of θQCD suggests fine-tuning and is described as the ‘strong
CP problem’, implying that there should be some deeper and more natural explanation
for the size of θQCD.

A natural solution to the strong CP problem is given by the Peccei-Quinn (PQ)
mechanism [44] [45] [46] where a spontaneously broken global (PQ) symmetry, U(1)PQ, is
introduced. Explicit breaking of this global symmetry at energy scale fa , through anoma-
lous triangle coupling to gluons, leads to a massive pseudo-Nambu-Goldstone boson, which
is called an axion, a [13] [46] [47]. At next-to-next-to leading order in chiral perturbation the-
ory the axion mass, ma, is related to the PQ scale, fa, by [48].

ma = (5.691± 0.051)×
(

109 GeV

fa

)
meV/c2 . (2.2.13)

A generic class of models exists with no tree level coupling to axions for quarks and leptons
but invoking new heavy quarks, QH , carrying U(1)PQ charges, the archetype being the
KSVZ model [49] [50] with QH being electrically neutral. An alternative class of models,
requiring at least two Higgs doublets and where quarks and leptons carry U(1)PQ charge,
has archetypal DFSZ model [51] [52]. In any case, axion models with large fa (needed to
evade experimental bounds) include only very feeble interactions between the axion and
SM particles.

A broader class of BSM models predict pseudo-Nambu-Goldstone bosons arising
from breaking of U(1) symmetries, these generally have similar properties to axions and
are labelled axion-like particles (ALPs). An important difference is that while for ax-
ions there is a strict relationship between coupling to photons and axion mass, no such
condition is imposed for ALPs [13] [53]. Experimental searches for axions and ALPs cover
a large phase-space and include cosmological, astrophysical and laboratory experimental
constraints, with reviews given in references [13] [54].

2.2.4 Dark Matter

Astronomical observations demonstrate that more gravitational matter exists than is visi-
ble or can be inferred to be constituted of SM particles. This Dark Matter (DM) does not
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interact electromagnetically and so is not visible but its existence can be inferred from
the gravitational effect it has.

For a disc galaxy composed of only conventional matter, and a gravitational force
inversely proportional to the square of the distance between objects, the velocities of stars
are expected to decrease towards larger radii. However, observations show much higher
velocities than expected at larger radii, indicating the presence of a significant amount
more mass, see figure 2.7a.

On larger scales of galaxy clusters the majority of the ‘visible mass’ is made up of
hot X-ray emitting gas, with a small fraction from stars and smaller planetary bodies.
Observations of the bullet cluster (1E 0657-56), see figure 2.7b, reveal that two colliding
galaxy clusters have passed through each other, with the well-separated stars passing past
each other and hot gas colliding and becoming somewhat separated in the wake of the
stellar structure. The majority of the mass is then expected to be concentrated towards
the centre, between the galaxy clusters and around the hot X-ray emitting gas. However,
gravitational lensing proves that the majority of the mass is still clustered around the
stars, demonstrating the presence of an additional collisionless ‘DM halo’ which forms the
dominant component of a galaxy cluster’s mass.

From observations of the anisotropies in the Cosmic Microwave Background (CMB)
and the observed universal elemental composition it is established that only (4.86±0.10)%
of the energy density of the universe is in the form of baryonic matter (composed of any
SM particles) with an additional (25.89± 0.57)% attributed to DM [55]. Additionally, for
observed structure formation in the universe, the majority of dark matter particles must
have been non-relativistic at the time they de-coupled from the baryonic matter. Such DM
candidates are called ‘cold dark matter’ (CDM). The requirement for majority CDM rules
out (light) neutrinos as a viable candidate, and indeed the derived cosmological constraints
on the neutrino masses (under the assumption of the standard ΛCDM cosmological model)
is
∑
mν < 0.25 eV @ 90%CL [56].

One of the most experimentally interesting DM scenarios is a weakly interacting
massive particle (WIMP) produced thermally in the early universe. The DM relic abun-
dance (observed today) depends on the mass and couplings of the WIMP and can be
matched to observations with a WIMP with thermally averaged annihilation cross-section
of < σv >= 10−9 GeV−2 = 10−26 cm−3/ s, of an order expected from electroweak inter-
actions. The ‘WIMP miracle’ is then that this implies a WIMP mass O(100 GeV/c2)
which corresponds naturally with experimental sensitivity [61]. However, with many strin-
gent experimental bounds being placed on WIMP DM the experimental and theoretical
explorations are now broadening, especially towards lower mass candidates [54].

2.2.5 Extra Symmetries and Dimensions

To construct BSM models a common starting point is to consider a new symmetry prin-
ciple and/or embedding models in higher dimensions.

For example, in Grand Unified Theories (GUTs) all three forces are combined at
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(a) Example of Galaxy rotation curve for
the UGC 12060 galaxy from [57]. Dots,
open circles and crosses correspond to dif-
ferent observational techniques and best-fit
models are superimposed. The bulge com-
ponent represents visible matter with char-
acteristic profile v ∝ 1√

r
, with the disk and

halo components of the DM halo indicated
(using a NFW profile [58], with halo scale
radius indicated by arrow), along with neu-
tral (HI) gas.

(b) Composite Image of the Bullet Cluster
showing visible light observation (Magellan
and HST observatories [59]) with superim-
posed X-ray (pink, from NASA’s Chandra
X-ray Observatory [60]) and gravitational
lensing map (blue [59]). The separation of
the hot X-ray gas (making up the major-
ity of visible matter) and the gravitational
barycentres (seen from lensing) provides
clear evidence for DM.

Figure 2.7: Observational evidence for Dark Matter.

some high energy GUT scale ΛGUT ∼ O(1016 GeV) where the three interaction couplings
of the SM, that run with energy according to renormalisation group equations (RGE), are
found to approximately coincide. This scenario may be described with a single symmetry
group (SU(5) or SO(10)) where the symmetry is spontaneously broken at lower energy
scales, including the SU(3)× SU(2)×U(1) symmetry of the SM. However, in such GUT
scenarios proton decay and magnetic monopoles are generally predicted and the absence
of observation of these constrains the possible model construction. Furthermore, such
models can leave some problems with the SM unresolved.

Alternatively, a highly developed class of BSM models predict a new space-time
symmetry, ‘supersymmetry’ (SUSY), which maps integer spin particles (bosons) to half
integer spin particles (fermions) and vice versa. The particles of the SM therefore become
just one component in a supermultiplet with their superpartners which, due to breaking of
the supersymmetry, can have much larger masses. The Minimal Supersymmetric standard
model (MSSM) realises this new symmetry with a minimal number of new fields and
interactions [13]. The ‘R-Parity’ is often introduced (RP = +1 for SM particles and −1
for their superpartners) and if it is conserved then the lightest SUSY particle and proton
become stable. This lightest SUSY particle is then a potential dark matter candidate and
the proton stability from the SM is preserved. SUSY models that are covariant under
general coordinate transforms encapsulate supergravity (SUGRA), including a spin-3/2
gravitino to mediate gravitational interactions in a quantum theory of gravity. In general,
for SUSY theories to maintain their simplicity and theoretical motivations, the scale of
SUSY breaking is required to be at relatively low energy scales such that the lightest
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SUSY particles exist at scale ΛSUSY ∼ O(TeV). Since this is within, or just beyond,
current experimental energy reach there has been much experimental effort to search for
candidate SUSY particles. However, with no observation yet reported and limits being
pushed to higher and higher masses (generally > 1 TeV) the remaining allowed parameter
space of SUSY is becoming limited.

Further theories exist in which the number of space-time dimensions is increased
and the phenomenology made possible in this extended space is used to attempt to unify
quantum field theories describing particles and quantum systems with general relativity
and spacetime curvature. String theory formalisms, where particles are replaced by strings
whose vibrations determine their quantum properties and form part of a larger general
family of ‘branes’, have been used to build the phenomenology of the SM plus additional
BSM effects.

2.2.6 The Effective Field Theory Approach

New BSM theories must replicate the well-tested results of the SM which may be consid-
ered as a low-energy limit of a more general theory, with analogy to the correspondence
between classical and relativistic kinematics or between the effective Fermi interaction
and the weak interaction. In this scenario the SM Lagrangian is the first term of a more
general Lagrangian involving higher order operators (the SM includes operators up to
dimension 4). This may be expressed as [62]

LEFT = LSM +
a5

Λ(5)
O5 +

∑
i

ai6

(Λ
(6)
i )2

Oi
6 +

∑
j

aj7

(Λ
(7)
j )3

Oj
7 + ... . (2.2.14)

There is only one possible dimension 5 operator, O5, which violates lepton flavour numbers
and gives masses to neutrinos, however there are a plethora of possible higher dimension
operators. Each operator is accompanied by an arbitrary constant akD which is expected
to be of order one in units of the energy scale (Λ(D))D−4. Leading order new physics
effects are therefore expected to arise from new dimension 6 operators in this standard
model effective field theory (SMEFT) formalism.

2.2.7 Hints of New Physics: Anomalies

2.2.7.1 B Physics Anomalies

In decays of B mesons several measurements have been reported which are in tension
with SM predictions regarding lepton flavour universality (LFU), either in τ/µ or τ/e
differences in b→ c`ν charged current transitions or in µ/e differences in b→ s`` neutral
current processes [63]. Experimental measurements are performed for ratios

RK(∗) =
B(B → K(∗)µµ̄)

B(B → K(∗)eē)
(2.2.15)
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and

RD(∗) =
B(B → D(∗)τ ν̄τ )

B(B → D(∗)`ν̄`)
, with ` = µ, e (2.2.16)

which can be precisely predicted theoretically, with uncertainties cancelling in the ratio
both theoretically and experimentally [64]. Theoretically the RK(∗) ratios are close to
unity, with small corrections arising from lepton masses. Experimentally a lower value
than expected for RK and RK∗ is observed [65] [66], suggesting a suppression in b → s``
neutral current transitions at one loop [67]. Conversely, larger values are observed of RD

and RD∗ than predicted in the SM [65] [66], suggesting an enhancement of (tree-level in SM)
b → c`ν charged current processes. Each individual measurement has a tension of order
2–3σ with respect to the SM prediction, combined the two cases reach a 3–4σ tension.
Other measurements of observables which are more challenging to predict theoretically
with high precision, such as P ′5, also show some tension with the SM and in several
BSM scenarios a coherent model can be found which describes all of these tensions. If
LFU violation (LFUV) can be demonstrated beyond a reasonable doubt (the standard in
particle physics being a significance corresponding to > 5σ) a clear BSM signature will
have been found. Interestingly recent updates [68] [69] have maintained the tension at a
similar O(3σ) level and the particle physics community awaits further updates.

2.2.7.2 Muon Anomalous Magnetic Dipole Moment (g − 2) Anomaly

Muons are fermion particles, satisfying the Dirac equation, and therefore have intrinsic
magnetic dipole moment

µ = gµ
e

2mµ

S , (2.2.17)

with gyromagnetic ratio gµ, which is 2 except from a small deviation caused by quantum
loop effects parameterised by anomalous magnetic moment [13]

aµ ≡
gµ − 2

2
. (2.2.18)

Experimentally this is measured through the known relationship between the rate of
change of angle between the muon spin vector and its momentum, studied by measuring
the energy spectrum of e± produced in polarised decays of µ± (which is modulated by
precession of the muon spin) in a storage ring with precisely measured magnetic field [70].
The E821 (often called g − 2) experiment at BNL recorded results for µ+ and µ− with
average result [13]

aexpµ = (11659209.1± 5.4stat ± 3.3syst)× 10−10 . (2.2.19)

The theoretical prediction for aµ is constructed from QED, electroweak, and hadronic
components including: loops with leptons; W±, Z0 or Higgs bosons; and quark and gluon
contributions respectively. High precision calculations lead to a ∼ 3σ tension with the
experimental result, as shown by figure 2.8. A recent theoretical consensus result was
published [71] with

aSMµ = (11659181.0± 4.3)× 10−10 , (2.2.20)
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Figure 2.8: [13] Difference between experimental measurement (see equation 2.2.19) and
theoretical predictions (DHMZ [74], KNT [75] and J [76]) for the muon anomalous magnetic
moment aµ.

representing a 3.7σ tension with experiment. After the transportation of the E821 stor-
age ring to fermilab the E989 experiment is in progress with goal of further reducing
experimental uncertainty by a factor of four [70] [72] [73].

Multiple explanations for this anomaly have been posited, including SUSY or dark
photon contributions to loops. However, SUSY particles would require massO(100 GeV/c)
making them directly detectable at the LHC and no evidence of these has yet been found.
Similarly, dark photon searches, assuming dominant decay rates to charged leptons [77]

disfavour this scenario. Dark photon searches continue with recently announced produc-
tion search results from NA62 [78] and other proposed searches [54] [79] [80]. Models under
study may also concurrently explain the B physics RK∗ anomalies [54].

2.3 Theory of K+ → π+νν̄

2.3.1 K+ → π+νν̄ in the Standard Model

The K+ → π+νν̄ decay is a flavour changing neutral current (FCNC) process which is
highly suppressed in the standard model through CKM and GIM suppression, with decay
width accounted for dominantly by a Z0 penguin diagram with significant contributions
from W box diagrams, shown in figure 2.9.

The branching ratio, after summation over lepton flavours, is given by [81]

B = κ+(1 + ∆EM)

[(
Im[λt]

λ5

)2

+

(
Im[λc]

λ
Pc(X) +

Re[λt]

λ5
X(xt)

)2
]
, (2.3.1)
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Figure 2.9: Feynman diagrams for the K+ → π+νν̄ decay.

where κ+ summarises relevant hadronic matrix elements, ∆EM represents the radiative
correction from photon exchange,

∆EM = −0.003 , (2.3.2)

xt is the ratio of the top quark and W boson masses,

xt =
m2
t

m2
W

, (2.3.3)

and

λ = |Vus| , (2.3.4)

λq = V ∗qsVqd , (2.3.5)

where Vij are CKM matrix elements with X(xt) and Pc(X) being the loop functions for
the top and charm contributions respectively.

The κ+ term may be expressed as [82] [83]

κ+ = (5.173± 0.025)× 10−11

[
λ

0.225

]8

=
G2
Fm

5
Kα(mZ)2

256π5 sin4 θW
|λ|8τK+(rK |λfK

0π+

+ (0)|exp)2I+
ν ,

(2.3.6)
where GF is the Fermi constant, mK and mZ are the K+ and Z masses respectively, with
α(mZ) being the value of the running EM coupling constant at mZ , θW is the Weinberg

17



angle, τK+ is the K+ lifetime, the term (rK |λfK0π+

+ (0)|exp)2 includes the relevant K+

form factor and I+
ν is the phase space integral. The last two terms can be derived

to high precision using measurements of K → π`ν` decays (specifically KL → π0e+νe,
KL → π0µ+νµ and KS → π0e+νe). Indeed, κ+ may be written explicitly in terms of the
branching ratio for K → π`ν` decays as [84]

κ+ = rK
3α2B(K+ → π0e+νe)

2π2 sin4 θW
λ8 , (2.3.7)

where factor rK = 0.901 summarises isospin breaking corrections. The use of these
measurements from K → π`ν` decays means uncertainties arising from hadronic matrix
elements are negligible.

The t quark loop function is given by

X(xt) = X0(xt)︸ ︷︷ ︸
leading order

+
αs
4π
X1(xt)︸ ︷︷ ︸

NLO QCD correction

+
α

4π
XEW (xt)︸ ︷︷ ︸

2-loop EW correction

= 1.481± 0.005th ± 0.008exp

(2.3.8)
where the theory uncertainty quoted arises from scale and scheme uncertainties from
renormalisation and associated parameters (evaluated at NNLO precision) and experi-
mental uncertainty arising from experimental inputs to the calculation from the top and
W mass entering from xt.

The corresponding c quark loop function can be written as [81]

Pc(X) = P SD
c (X) + δPc,u = 0.404± 0.024 , (2.3.9)

with the two terms representing the short and long-distance components respectively
with [85] δPc,u = 0.04± 0.02 and [81]

P SD
c =

1

λ4

[
2

3
XNNL +

1

3
Xτ
NNL

]
= 0.365± 0.012 . (2.3.10)

Here X`
NNL terms arise from NLO QCD and NNLO calculations including 2-loop EW

contributions with distinction between lepton flavours important for the charm case where
mc < mτ , but not for top quarks with mt � mτ .

Using the above, the predicted SM branching ratio is [81]

B(K+ → π+νν̄)SM = (8.4± 1.0)× 10−11 . (2.3.11)

This precision is possible because the process is dominated by short-distance effects (cal-
culable in perturbation theory) with only small contributions from (non-perturbative)
long-distance effects [13] [84] [86]. The components of this uncertainty are shown in figure
2.10a with dominant contributions from the CKM matrix element |Vcb| and unitarity tri-

angle angle γ = arg
(
−VudV

∗
ub

VcdV
∗
cb

)
, in terms of which the branching ratio may be written as

B(K+ → π+νν̄) = (8.39± 0.30)× 10−11

[ |Vcb|
40.7× 10−3

]2.8 [ γ

73.2◦

]0.74

. (2.3.12)
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(a) (b)

Figure 2.10: [81]Uncertainty budget for B(K → πνν̄) theoretical predictions. Percentages
display individual fractional uncertainties which are added in quadrature to reach total
fractional uncertainty of 12% and 18% for the charged and neutral modes respectively.

Further links to the CKM parameters and UT become apparent if the approximate
relations [81] [87]

Re[λt] ' |Vub||Vcb| cos γ(1− 2λ2) + (|Vub|2 − |Vcb|2)λ

(
1− λ2

2

)
, (2.3.13)

Im[λt] ' |Vub||Vcb| sin γ , (2.3.14)

Re[λc] ' −λ
(

1− λ2

2

)
, (2.3.15)

are used to re-write the branching ratio in terms of CKM Wolfenstein parameters as [13] [87]

B(K+ → π+νν̄) ≈ 1.6× 10−5|Vcb|4(ση̄ + (ρc + ρ̄)2) , (2.3.16)

where σ = 1(
1−λ2

2

)2 and with ρc ≈ 1.45. Therefore measurement of B(K+ → π+νν̄)

describes an ellipse in the UT (ρ̄, η̄) plane with centre (ρc, 0) and horizontal semimajor

axis of a ≈ 1
|Vcb|2

√
B

1.6×10−5 and vertical semiminor axis of b ≈ 1
σ|Vcb|2

√
B

1.6×10−5 . The

theoretical and experimental ellipses are displayed in figure 2.11.
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Figure 2.11: UT constraint ellipses and allowed regions derived from SM predictions [81]

and experimental results from B(K+ → π+νν̄) [88] [89] and B(K0
L → π0νν̄) [89] [90] . The

UT for the SM prediction is shown in black.

2.3.2 Relationship with K0
L → π0νν̄

Similar theoretical analysis has been performed for the equivalent neutral mode K0
L →

π0νν̄ with branching ratio given by [81]

B(K0
L → π0νν̄) = κL

(
Im[λt]

λ5
X(xt)

)
(2.3.17)

= (3.36± 0.05)× 10−11

[ |Vub|
3.86× 10−3

]2 [ |Vcb|
40.7× 10−3

]2 [
sin γ

sin(73.2◦)

]2

,

(2.3.18)

' 7.6× 10−5|Vcb|4η̄2 , (2.3.19)

B(K0
L → π0νν̄)SM = (3.4± 0.6)× 10−11 , (2.3.20)

with κL = (2.231±0.013)×10−10
[

λ
0.225

]8
. The top contributions are dominant with charm

corrections well below 1% 2 [81] and the main contribution to the uncertainty is from |Vub|,
see figure 2.10b. Through the second relation a further constraint is added in the UT

2The K0
L is an admixture of the K0 and K̄0 flavour eigenstates, K0

L =
1√

2(1+|ε|2)

[
(1 + ε)K0 + (1− ε)K̄0

]
(where ε is a small complex parameter), and this picks out

the imaginary part of the amplitude and hence effectively removes the charm contribution [84]. For
the same reason the K0

L → π0νν̄ decay is CP violating, with amplitude proportional to Wolfenstein
parameter η (equation 2.3.19).

20



(ρ̄, η̄) parameter space and combined with the constraints from the charged mode the UT
can be constructed, see figure 2.11.

In the SM, or any BSM model including only isospin changes of ∆I = 1/2, the decay
widths of the charged and neutral K → πνν̄ decays are related by [91] [13]

B(KL → π0νν̄)

B(K+ → π+νν̄)
=

Γ(K+)tot
Γ(KL)tot

1

ris

1

2

(
1 + |λ2| − 2Re[λ]

)
, (2.3.21)

=
τKL
τK+

1

ris
sin2 θ , (2.3.22)

. 4.3 , (2.3.23)

where Γ(K)tot = 1
τK

is the total decay width of the K+ or KL in terms of the lifetime

(in units of GeV−1), λ = e2iθ with θ being the CP violating relative phase between the
K0-K̄0 mixing and s→ dνν̄ amplitude and ris = 0.954 is the isospin breaking factor [91].
This relationship (equation 2.3.23) defines the Grossman-Nir bound [91] The current the-

oretical predictions give B(KL→π0νν̄)
B(K+→π+νν̄)

= 0.41± 0.18, well within this bound. Experimental
measurements are currently consistent with the theoretical predictions, however a future
observation of KL → π0νν̄ with corresponding branching ratio measurement is required
to confirm that only ∆I = 1/2 transitions are allowed.

2.3.3 K+ → π+νν̄ Beyond the Standard Model

In a variety of BSM scenarios B(K+ → π+νν̄) may be modified, either enhanced or
suppressed, and is generally a sensitive probe for potential NP. Of particular interest at
this time are models where B(K+ → π+νν̄) may be enhanced and therefore may be more
accessible to experimental measurements which may provide a precision confirmation of
a deviation from the SM prediction. If new BSM interactions or particles arise in loop
diagrams such enhancements may result.

In general the charged and neutral modes are tied closely together with strong
correlation between them, even in BSM scenarios, due to the dominant short-distance
dynamics arising from t loops. Dominance of left or right handed currents, or balanced
cases with similar magnitude, in the NP will also affect results. Three relatively general
classes of BSM scenarios are shown in figure 2.12 [92]. First, in a case where the flavour
structure is CKM-like, in minimal flavour violation (MFV) or models with a U(2)3 flavour
symmetry (potentially in a SUSY framework) [93], values in the green bands of figure
2.12 are allowed. Second, in models with new CP violating interactions fully dominated
by left or right handed interactions the blue regions of figure 2.12 are allowed. The
horizontal branch indicates a case where the NP (contribution to λt, see equations 2.3.1
and 2.3.17) is entirely real (according to the phase definition of Ref. [92]) and so vanishes
for KL → π0νν̄, while the vertical branch is for purely imaginary NP contribution and is
parallel to the Grossman-Nir bound. This structure is present in Littlest Higgs models
with T-parity (LHT) [94] where electroweak symmetry breaking is naturally achieved with
a composite Higgs, with the Higgs boson being a pseudo Goldstone boson, such models
naturally predict the (relatively) light Higgs boson mass. Alternatively, models with pure
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Figure 2.12: [92] Allowed values for the pair of K → πνν̄ branching ratios in three general
NP scenarios. Here the green region is allowed in models with a CKM-like flavour structure
(MFV scenario), the blue region by models with new flavour violating interactions with
fully dominant left- or right-handed couplings (e.g. modified Z/Z ′ or LHT models) and
the red region by NP without flavour constraints (e.g. Randall-Sundrum models).

left or right-handed couplings of modified Z or Z ′ (a new vector boson with similar or
the same couplings as the Z boson but, in general, a significantly higher pole mass) for
FCNC [95] [96]. Finally in a third class of models, where flavour constraints are absent
or LH-RH operators can contribute, any general region may be allowed (illustrated by
the red area in figure 2.12). An example is a Randall-Sundrum model with custodial
protection (RSc) [97] with a warped extra dimension with SM fields able to propagate
in the bulk except the Higgs field, providing a geometrical explanation of the observed
hierarchy of scales and a coherent picture of flavour [98]. Custodial protection refers to a
custodial symmetry group, present after electroweak symmetry breaking which maintains
a symmetry, in this case of the modified Z/Z ′ interaction potential, and therefore prevents
tree level FCNC processes and ensures FCNC remains a highly suppressed process.

Other correlations exist in NP scenarios between B(K+ → π+νν̄) and ε′
ε

[92] as
well as B-physics [99], and models have been constructed which contain explanations for
some or all coherently. In figure 2.13 correlations between B(K+ → π+νν̄) and B(B+

d →
K∗(+)νν̄) are shown, while correlations with the RD(∗) parameter(s) linked to the observed
B anomalies (see section 2.2.7.1) are shown in figure 2.14.
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(a) [92] (b) [99]

Figure 2.13: Correlations between B(K+ → π+νν̄) and B(B
(+)
d → K∗(+)νν̄) in NP mod-

els.
(a) [92] Allowed ranges for the B(K+ → π+νν̄) and B(Bd → K∗νν̄) (see also [100]) in a
simplified Z model with constraints (coloured 2σ confidence contours) from CP violation
parameters ε′/ε and rare KL → µ+µ− and Bs → µ+µ− decays.
(b) [99] Allowed regions and correlations between B(K+ → π+νν̄) and B(B+ → K∗+νν̄)
with RD(∗) = 1.25 and LFU violating NP operators giving rise to B(K+ → π+νν̄) =

B(K+ → π+νeν̄e)SM + B(K+ → π+ντ ν̄τ )SM

∣∣∣1 +
R0θ2

q(1−c213
α
π
C

∣∣∣2 with R0 = 1√
2GFΛ2 =

1
2(1+θq cosφq)

(R
τ/ν

D(∗) − 1), C is a complex variable and θq, c13 and φq are parameters of

the model. The red (blue) regions are where c13 = 0(2), lines with associated numbers
indicate constant values of θq and the star indicates the SM prediction.

Figure 2.14: [99] Correlation between B(K+ → π+νν̄) and RD(∗) for different values of
parameter θq (with φq = c13 = 0, see caption of figure 2.13b), with experimental results
shown in light green and red (indicating 1σ band) and SM prediction of B(K+ → π+νν̄)
shown in dark green.
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2.3.4 Historical and Experimental Context

The historical evolution of the theoretical prediction for B(K+ → π+νν̄) and the ex-
perimental efforts to measure this quantity are shown in figure 2.15. All experimental
measurements preceding NA62 were performed with a stopped-kaon methodology with a
K+ brought effectively to rest at the centre of a detector before decaying, with the π+ iden-
tified through decay chain π+ → µ+ → e+ and attempting to veto any other activity in
hermetic detector systems. Early experiments were carried out at bubble chamber [101] [102]

and spark chamber [103] [104] experiments before moving to proton synchrotrons [105] with
the E787 [106] [107] [108] [109] [110] [111] and E949 [90] [112] experiments at Brookhaven National
Laboratory (BNL) providing a set of measurements from data taken between 1989 and
2002 providing the experimental result before NA62 of [90] [113]

B(K+ → π+νν̄)E787+E949 = (1.73+1.15
−1.05)× 10−10 , (2.3.24)

with observation of seven candidate events with four potentially being due to background
(with calculated likelihood of signal/background less than unity). The final E949+E787
results are shown in figure 2.16. The latest experimental progress at the NA62 experiment
is reported in detail in chapter 5, with the most recent results from the full Run 1 (2016-
18) data, with 20 observed candidate events, with 10.01±0.90 and 6.9+1.0

−0.8 expected signal
and background events respectively, giving [89]

B(K+ → π+νν̄)NA62 = (1.10+0.40
−0.35)× 10−10 . (2.3.25)

The ongoing KOTO experiment at J-PARC is designed to study the K0
L → π0νν̄

decay. The most recent results reported, from analysis of data taken in 2015, give an
upper limit on the branching ratio of [88]

B(K0
L → π0νν̄)exp,KOTO < 3.0× 10−9 @90%CL (2.3.26)

alongside upper limits on the processK0
L → π0X0, whereX0 is some new BSM particle un-

detected in the experiment, as a function of its mass. The results are shown in figure 2.17.
Preliminary results from analysis of data collected in 2016–18 have been reported [127] [128]

with three candidate signal events and a background expectation of 1.05 ± 0.28 [128]. A
lower initial background estimate (of 0.05 ± 0.02) [127] led to a flurry of papers seeking a
theoretical explanation to a potential ‘KOTO anomaly’ [129] [130] [131] [130] [132] [133] [134]

[135] [136] [137] [138] [139] [140] [141] [142]. Final results have not yet been reported but with cur-
rent background estimates [128] there is no significant anomaly. In the future combining
branching ratio measurements from KOTO and NA62 will allow constraints to be placed
on the full UT triangle [143], see figure 2.11.

Using the Grossman-Nir bound [91], see equation 2.3.23, the most recent NA62 results
improve upon the KOTO limits obtaining

B(K0
L → π0νν̄)exp,NA62GNl < 1.8× 10−10 @90%CL , (2.3.27)

see also figure 2.18.
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Figure 2.15: Historical evolution of the SM theoretical prediction of B(K+ → π+νν̄)
from references (from left to right) [114] [115] [116] [117] [118] [119] [120] [83] [121] [122] [81], with mile-
stone theoretical developments highlighted, and experimental measurements from refer-
ences [101] [103] [102] [104] [123] [106] [107] [108] [109] [110] [111] [111] [112] [90] [124] [125] [89].

Figure 2.16: [90] [113]Final E949+E787 K+ → π+νν̄ results. Points labelled ‘this analysis’
are from [90], E949-PNN1 [112], E787-PNN2 [126] and E787-PNN1 [111] where PNN1 and
PNN2 are the signal regions with pπ below the K+ → π+π0 peak and above the K+ →
π+π0 peak but below the K+ → µ+νµ peak respectively.
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Figure 2.17: [88]Latest results from the KOTO experiment studying rare and exotic K0
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Figure 2.18: Updated constraints on K → πνν̄ [124] [88] [125] [89] with correlations allowing
improvement on neutral mode limit from Grossman-Nir bound [91].
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2.4 K+ → π+X

In BSM scenarios the existence is postulated of X, an electromagnetically neutral long-
lived new light scalar (fitting into a scalar portal model [54]) or pseudoscalar particle with
only very feeble interactions with SM particles. A massless X particle could naturally be
explained as a Nambu-Goldstone boson arising from the spontaneous breaking of a global
U(1) symmetry [13] which may then acquire mass through explicit symmetry breaking (in
this case being a pseudo-Nambu-Goldstone boson). An important example is that X
could be an axion, arising from breaking of a PQ symmetry U(1)PQ, which would be a
signature of the PQ mechanism which credibly solves the strong CP problem [44] [45] [46], see
section 2.2.3. Alternatives, from breaking of the lepton number and flavour/family sym-
metries respectively, are majorons [144] [145] or familons [146] (more recently, axiflavons [147]).
Alternatively X could be an sgoldstino, the superpartner of the longitudinal component of
the gravitino arising in models with low energy spontaneously broken supersymmetry [148].
Instead, X may arise as a gauge boson of a new U(1)′ symmetry [149] [150]. Moreover, as a
feebly interacting long lived particle (FILLP) X can be considered as a light dark matter
candidate in a variety of models [151] [152] [153] or an inflaton [154].

The detectable manifestation of a K+ → π+X decay is an incoming K+, outgoing
π+ and missing energy-momentum, as is the rare K+ → π+νν̄ decay. Alongside results
on the K+ → π+νν̄ decay the BNL E787/E949 collaboration reported upper limits on the
branching ratio B(K+ → π+X) [113]. New upper limits were calculated through interpre-
tation of the NA62 analysis of 2017 data as an extension to the K+ → π+νν̄ study. This
study and the results are provided in chapter 5. As part of these studies reinterpretation
of limits on the branching ratio B(K+ → π+X) allows constraints on BSM models to be
established. In particular three scenarios were investigated with each discussed in turn in
the following sections.

2.4.1 X as a Dark Scalar Mixing with the Higgs Boson

In the general BSM portal model framework operators composed of SM fields, OSM , and
new BSM ‘dark sector’ fields, ODS are combined in new Lagrangian terms

Lportal =
∑

OSM ×ODS , (2.4.1)

where the sum is over the possible operators. The most accessible NP contributions will
arise in the lowest dimension renormalisable operators. For the minimal scalar portal the
dark sector, with one additional singlet field ΦS, is coupled to the (SM) Higgs boson field
H via two types of coupling µ and λ giving overall Lagrangian [54]

L = LSM + LDS − (µΦS + λΦ2
s)H

†H , (2.4.2)

with terms representing, respectively, the SM and dark sector Lagrangians and the cou-
pling between the visible (SM) and dark sector. After electroweak symmetry breaking
and diagonalizing the scalar mass terms two mass eigenstates remain, the (SM) Higgs
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Figure 2.19: Diagram for FCNC processes with production of scalar X in transitions
s→ dX.

boson h and a new scalar X [155]. At low energies the Higgs field

H =
ν + h√

2
, (2.4.3)

where ν ≈ 246 GeV is the electroweak vacuum expectation value and h corresponds to the
physical Higgs boson which has been observed at the LHC [156] [157] (with mh = 125 GeV/c2

and properties that are so far compatible with the SM Higgs boson [158] [159]). If µ 6= 0 then
mixing of h (scalar component of Higgs field) and X states proceeds, and if λ 6= 0, hXX
vertices can be formed allowing pair production (but not decay) of X [54]. A benchmark
model (labelled BC4) from [54] assumes that λ = 0 and therefore all production and decay
of X is governed by mixing as expressed through parameter θ where, in the limit of small
mixing,

θ =
µν

m2
h −m2

X

. (2.4.4)

Such a framework leads to additional phenomenology, importantly allowing a mechanism
for FCNC processes as shown in figure 2.19. The current landscape of constraints on this
class of models in the sin2 θ versus mX phase-space is reviewed in [54].

A concrete realisation of this scalar portal scenario is presented in [155] [160] where the
new scalar X is a mediator for light thermal dark matter particles (part of the dark/hidden
sector) and their interactions with SM particles. The decay width for K+ → π+X is given
by [161] [162]

Γ(K+ → π+X) =
pX

8πm2
K+

|M|2 , (2.4.5)

where pX is the X momentum in the K+ decay rest frame

pX =

√
(m2

X +m2
K+ −m2

π+)2 − 4mK+mX

2mK+

, (2.4.6)
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and the amplitude squared is given by

|M|2 = sin2 θ

(
m2
K+ −m2

π+

)2

v2

(
ms +md

ms −md

)2
(
γ1

7

18

m2
K+ −m2

X +m2
π+

mK2

− γ2
7

9

+
3

32π2v2

∑
i=u,c,t

V ∗idm
2
iVis

)2

,

(2.4.7)

where v is the Higgs vacuum expectation value, γ1 ≈ 3.1 × 10−7 and γ2 ≈ 0. The final
term dominates, this arises from W loop diagrams, see figure 2.19a, which are dominated
by the t quark (according to the GIM mechanism [11]). Additionally, a simplified mass
dependence can be used [160]. Therefore the amplitude can be expressed approximately
as [163] [160]

|M|2 = sin2 θ
3m2

K+

32π2v2

m2
s

(ms −md)
2 |V ∗tdm2

tVts|2 . (2.4.8)

The branching ratio is then given by [162] [164]

B(K+ → π+X) =
Γ(K+ → π+X)

Γ(K+)tot
, (2.4.9)

B(K+ → π+X) =
1

Γ(K+)tot

pX
mK+

|M|2
8πmK+

≈ 3× 10−3 pX
mK+

sin2 θ , (2.4.10)

and therefore sin2 θ may be expressed in terms of the branching ratio as

sin2 θ = 330
mK+

pX
B(K+ → π+X) (2.4.11)

or, for small angles where equation 2.4.4 may be applied, the coupling strength, µ, is
given by

µ =
m2
h −m2

X

v

√
330

mK+

pX
B(K+ → π+X) . (2.4.12)

Therefore by experimentally setting limits on the branching ratio the mixing parameter
and coupling strength may be constrained, see section 6.3.8.

In scenarios where X decays predominantly to invisible particles, for example dark
matter [154], the final state is not observed and experimentally this is equivalent to a long
lived (or stable) X which escapes the detector apparatus. In this case limits set on the
coupling strength and mixing angle through use of equations 2.4.12 and 2.4.11 represent
upper limits and all values above are excluded.

If instead X decays predominately to visible (SM) particles, the partial width of
X decays is dominated by X → e+e− for 2me < mX < 2mµ and X → µ+µ− for
2mµ < mX . 2mπ (the coupling of X to the more massive muons is greater, resulting in
a larger decay width) [163] [154], see figure 2.20a. The X lifetime in such scenarios where
X → `+`− (` = µ, e) decays dominate is related to the coupling strength via the mixing
parameter and the X mass according to [164]

τX =
1

sin2 θ

8πv2~
m2
`mX

(
1− 4m2

`

m2
X

)−3/2

, (2.4.13)
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(a) (b)

Figure 2.20: [163] For a scenario where X = S is a scalar mixing with the Higgs boson
Yukawa couplings arising from this mixing can lead to decays to fermions, dominated
below the di-pion threshold by decays to lepton anti-lepton pairs as shown by (a) giving
branching ratios for S → ff̄ decays as a function of the scalar mass. The model-dependent
lifetime τ (and therefore the mean free path of the scalar in the lab frame, βγcτ) is related
to the mass and mixing parameter, θ as shown by equation 2.4.13 and illustrated in (b)
for several choices of τ (c = 3.00× 108 m/s is the speed of light).

see figure 2.20b. Experimentally the `+`− final state may be observed with sensitivity to
X → `+`− decays depending on the lifetime of X and therefore where it decays in the
experimental apparatus. In this scenario the model-dependent lifetime must be considered
alongside experimental sensitivity to determine an upper bound for the exclusion in the
coupling strength or mixing parameter.

2.4.2 X as a Pseudo-Scalar Mediator for Dark Matter Interac-
tions

An alternative case is considered, following [165], where X is a light (sub-GeV/c2 mass)
pseudoscalar mediator for DM. This is well-motivated theoretically since natural exten-
sions of the Higgs sector give rise to pseudoscalar states, for example two-Higgs doublet
models [166] in the context of SUSY. Phenomenologically it is favourable since it suppresses
interactions between DM and SM particles and therefore can evade strong bounds from
direct detection experiments (as well as collider monojet searches) while potentially ex-
plaining some anomalies from astronomical observations [165]. Interactions between the
pseudoscalar X and SM fermions are described by Lagrangian term

LX,SM =
∑

f=q,`,ν

igfXf̄γ
5f , (2.4.14)

where the coupling gf is real and couplings to neutrinos are considered negligible, gν ' 0.
Three possible coupling structures are then considered [165]:
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• Yukawa-like couplings.
Couplings to charged fermions are proportional to the SM Yukawa couplings yf so

gf =

√
2mfyf
ν

. (2.4.15)

This coupling structure is expected for pseudoscalars arising from an extended Higgs
sector, with mixing to the SM Higgs naturally introducing a link to SM Yukawa
couplings. Using the conversion g′f = gf2

√
2 this model is identical to the BC10

model of [54] which explicitly considers X as an Axion-Like Particle (ALP).

• Universal coupling to Quarks.
If X couples universally to quarks but not to leptons then the sum in equation 2.4.14
runs only over quarks and gf = gq.

• Coupling to third generation quarks only.
In a more limited case X only couples to t and b quarks (equally) with gf = gQ.

In each scenario FCNC processes, including K+ → π+X, can proceed according to
diagrams in figure 2.21. The decay width for K+ → π+X is given by [165]

Γ(K+ → π+X) =
1

16πm3
K+

ξ(mK+ ,mπ+ ,mX)

(
m2
K+ −m2

π+

ms −md

)2

|hSsd|2 , (2.4.16)

where ξ(a, b, c) is given by

ξ(a, b, c) =
√

(a2 − b2 − c2)2 − 4b2c2 , (2.4.17)

and hSsd = cgf is a complex number c multiplied by the coupling strength which, in the
three cases of interest, is given by [165]

Yukawa-like couplings: hSds = (3.5× 10−9 + 1.5× 10−9i)gY , (2.4.18)

Quark universal couplings: hSds ≈ (4.6× 10−6 + 2.0× 10−6i)gq , (2.4.19)

3rd-Gen. quark couplings: hSds ≈ (1.7× 10−6 + 7.6× 10−10i)gQ . (2.4.20)

Using equation 2.4.9 the coupling strength is then given by

g =

√
1

|c|2B(K+ → π+X)Γ(K+)tot
16πm3

K+

ξ(mK+ ,mπ+ ,mX)

(
ms −md

m2
K+ −m2

π+

)2

, (2.4.21)

with g = gY , gq or gQ with corresponding complex coefficients c from equations 2.4.18, 2.4.19
and 2.4.20. In section 6.3.8 constraints are placed on the three cases in this framework.

As for the scenario of scalar X, described in section 2.4.1, there are two possibilities:

1. The pseudosclar X decays predominantly to invisible particles (e.g. DM) or is long-
lived relative to the size of a detector. Experimentally no final state is recorded and
equation 2.4.21 allows limits to be set on the coupling strength, excluding all larger
couplings.
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Figure 2.21: Diagram for FCNC processes with production of pseudoscalar X in transi-
tions s→ dX.

2. The decay width of pseudoscalar X is dominated by decays to visible (SM) particles
which may be detected. At low X masses the branching ratio is dominated by
X → `+`− decays, with ` = e, µ, as shown by figure 2.22a. For the case of Yukawa-
like couplings the model-dependent X lifetime is given by [165]

τX =
4π~v2

m2
`mX

(
1− 4m2

`

mX

)− 1
2 1

g2
Y

, (2.4.22)

see figure 2.22b. The `+`− final state is detectable experimentally with sensitivity
depending on the model-dependent X lifetime. These considerations lead to the
derivation of an upper bound for the experimental exclusion in coupling strength.

2.4.3 X as an Axiflavon

A QCD axion arising from breaking of a new global U(1) flavour symmetry is predicted
by [147] [167] [168]. In [147] X is called an axiflavon and is a Nambu-Goldstone boson with
effectively zero mass except that obtained from the QCD anomaly which is given by [48] [13]

mX = (5.691± 0.051)× 10−13 eV
1

fa
, (2.4.23)

(see also equation 2.2.13) where fa is the axion decay constant, the energy scale that char-
acterises the symmetry breaking, which is usually much greater than the EW symmetry
breaking scale νEW ' 247 GeV [13]. In the axifavon model FCNC K+ → π+X processes
arise with decay width [147]

Γ(K+ → π+X) ' 1

f 2
a

mK+

64π
mdms

(
1− m2

π+

m2
K+

)
B2
s

(κSD
N

)2

, (2.4.24)
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Figure 2.22: For a scenario where X = A is a pseudoscalar (ALP) with Yukawa-like
couplings the branching ratio for X decays is shown by (a). The relationship between
the coupling strength, gY , the model-dependent lifetimes and the X mass is described by
equation 2.4.22 and illustrated in (b) for several choices of X lifetime, τ , with solid lines
accounting for all X decays and dashed lines following the assumption of X decays only
to lepton pairs.

where Bs = 4.6± 0.8 and κSD
N

is a model-dependent O(1) constant. Using equation 2.4.9
the axion decay constant is then given by

fa =

√
1

B(K+ → π+X)Γ(K+)tot
mdms

mK+

64π

(
1− m2

π+

m2
K+

)
Bs
κSD
N

, (2.4.25)

and therefore the axiflavon mass by

mX =
5.7× 10−13 eV[√

1
B(K+→π+X)Γ(K+)tot

mdms
mK+

64π

(
1− m2

π+

m2
K+

)
Bs

κSD
N

] (2.4.26)

To set a limit on the axiflavon mass from K+ → π+X decays the limit on the experimental
branching ratio input to equation 2.4.26 should correspond to the value measured for a
mass hypothesis of mX = 0 since experimentally an axi(flav)on mass will be too small to
resolve (and N

κSD
= 1 is assumed). Results for this scenario are shown in section 6.3.8.

2.5 K+ → πµe: Searches for LNV/LFV Decays

The observation of neutrino oscillations demonstrates that the conservation of lepton
flavour numbers is only approximate, however no evidence has yet been demonstrated for
CLFV. Observation of either CLFV or LNV is clear evidence of NP. A selection of LNV
and (C)LFV decays (of K+, K0

L and π0), in the light meson sector, are summarised in
table 2.1 along with the current experimental upper limits.
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Table 2.1: Current experimental branching ratio limits on LNV/LFV light meson
(K+, K0

L andπ0) decays.

Decay B UL (@ 90%CL) Experiment Publication & Year Notes

K+ → µ−νµe+e+ 2.1× 10−8 CERN Geneva-Saclay [169]( [13]) , 1976 LFV
K+ → e−νeµ+µ+ no limit – – LFV
K+ → π−µ+µ+ 8.6× 10−11 CERN NA48/2 [170] , 2017 pre-NA62 limit

4.2× 10−11 CERN NA62 [34] , 2019 LNV, LFV
K+ → π−e+e+ 6.4× 10−10 BNL E865 [171] , 2000 pre-NA62 limit

2.2× 10−10 CERN NA62 [34] , 2019 LNV, LFV
K+ → π−µ+e+ 5.0× 10−10 BNL E865 [171] , 2000 LNV, LFV

4.2× 10−11 CERN NA62 [4] [5] , 2020 this work
K+ → π+µ−e+ 5.2× 10−10 BNL E865 [171] , 2000 LFV

6.6× 10−11 CERN NA62 [4] [5] , 2020 this work
K+ → π+µ+e− 1.3× 10−11 BNL (E777+)E865 [172] , 2005 LFV

π0 → µ±e∓ 3.6× 10−10 FNAL KTeV [173] , 2008 LFV
π0 → µ−e+ 3.2× 10−10 CERN NA62 [5] , 2020 this work

K0
L → µ±e∓ 4.7× 10−12 BNL E871 [174] , 1998 LFV

K0
L → π0µ±e∓ 7.6× 10−11 FNAL KTeV [173] , 2008 LFV

The LFV decays K+ → π+µ∓e± may be mediated by exchange of a new neutral
heavy ‘horizontal’ gauge boson XB which facilitates changes in lepton and quark gen-
eration [175] [176]. In such models a new ‘Generation’ quantum number, G, is established
where G = 2, 1, 0 for 1st, 2nd and 3rd generation fermions respectively, with inverse signs
for antifermions [175] [177]. This quantum number is approximately, but not completely,
conserved with transitions involving ∆G 6= 0 being suppressed by powers of an ‘inter-
generational mixing angle’ ε. This leads to the interesting prediction that the branching
ratios for the two K+ → π+µ∓e± decays could be very different,

K+︸︷︷︸
s̄u︸︷︷︸

G=−1+2

→ π+︸︷︷︸
d̄u︸︷︷︸

G=2−2

µ+︸︷︷︸
G=−1

e−︸︷︷︸
G=+2

,∆G = 0 , (2.5.1)

K+︸︷︷︸
s̄u︸︷︷︸

G=−1+2

→ π+︸︷︷︸
d̄u︸︷︷︸

G=2−2

µ−︸︷︷︸
G=1

e+︸︷︷︸
G=−2

,∆G = −2 . (2.5.2)

Therefore the latter |∆G| = 2 process is expected to be suppressed [175] [176] [177], and the
fact that K0–K̄0 oscillations are a |∆G| = 2 process means the precision measurements
that exist of, for example the mass difference mKL −mKS , do not exclude the possibility
of such a model [177].

The K+ → π+µ∓e± decays may be facilitated by vector or scalar interactions, the
corresponding operators to be added to the Lagrangian (see section 2.2.6) can be written
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generally as [178]

OV,(A) =
g2
XB

2M2
XB

d̄γα (CLqPL + CRqPR) s · µ̄γα (CL`PL + CR`PR) e+ h.c. , (2.5.3)

OS,(P ) =
g2
XB

2M2
XB

d̄
(
C ′LqPL + C ′RqPR

)
s · µ̄ (C ′L`PL + C ′R`PR) e+ h.c. , (2.5.4)

where the mass and coupling strength of the new XB boson is given by MXB and gXB ,
PL = 1+γ5

2
and PR = 1−γ5

2
are the left and right-handed chiral operators and C and C ′

are constants. These are generation number conserving operators but exchanging e and
µ allows the suppressed generation changing operators to be defined [178]. The vector and
scalar operators relevant for K+ → π+µ∓e± decays are also of the correct structure for
axial vector or pseudoscalar operators required for the KL → µ±e∓ decays (as indicated
by subscripts).

Assuming instead that the transition is of a vector − axial vector (V −A) structure
analogous to the weak interaction and comparing with similar diagram for the common
K0
L → π+µ−νµ decay a branching ratio can be calculated [179]. The Feynman diagrams

for the processes with coupling strengths associated with vertices for K+ → π+µ∓e± and
K0
L → π+µ−νµ decays are shown in figure 2.23. The ratio of decay widths is then given

by [179]

Γ(K+ → π+µ∓e±)

Γ(K0
L → π+µ−νµ)

'


gXB g

′
XB

M2
XB

g2 sin θC
m2
W2


2

, (2.5.5)

where |Vus| ' sin θC , g is the weak coupling constant and gXB and g′XB are coupling

constants of the new XB boson with quarks and leptons respectively, with g′XB ∝ |ε|∆G||2,
suppressing |∆G| 6= 0 processes. One can then express the branching ratio as

B(K+ → π+µ∓e±) =
1

M4
XB

(
gXBg

′
XB

g2sinθC

)2

m4
W

τK+

τK0
L

B(K0
L → π+µ+νµ) , (2.5.6)

and setting gXB = g′XB = g. Figure 2.24 shows the branching ratio as a function of

MXB calculated for this V − A case and the cases of vector (V) and scalar (S) from [178].
With the difference in predicted branching ratios expected with approximate G quantum
number conserving models, the strong limit on B(K+ → π+µ+e−) (see table 2.1) is able
to exclude these scenarios for a V − A interaction for particular reasonable choices of
coupling strengths.

The possibility of a model with extra dimensions is explored by [180], where LFV
processes are mediated by Kaluza-Klein modes of new gauge bosons in a 6 dimensional
space in which all three SM generations are unified into one. Here there is a 4D spacetime
plus a manifold compactified within a sphere of radius R and the three SM generations
are localised in different regions of multidimensional space [177]. The generation quantum
number is then associated with some angular momentum in compactified space. The
structure can be tuned to match SM predictions and the generation mixing parameters
(εq for quarks and εL for leptons) are free parameters. In this model B(K+ → π+µ∓e±)
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Figure 2.23: Feynman diagrams for the LFV K+ → π+µ±e∓ decays via horizontal boson
X compared to the SM K0

L → π+µ−ν̄µ decay via the weak interaction.
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Figure 2.24: Relationship between predicted B(K+ → π+µ∓e±) and mass of mediator
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to equation 2.5.6, and vector (V) and scalar(S) from [178]. Note that the |∆G| = 0 and
|∆G| = 2 curves are relevant for the modes with e− and µ− respectively.
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is related to the compactification mass scale 1
R

which may be chosen based on the largest
allowed value given other present limits. The most stringent alternative condition comes
from the limit on B(K0

L → µ±e∓), see table 2.1, which implies 1
R

= 64 TeV. The value of
B(K+ → π+µ∓e±) is given by [180]

B(K+ → π+µ+e−) =

(
1

1/R

mW

cos θW

)2(
ζ

2 sin θc

)2

ξwB(K+ → π0µ+νµ) , (2.5.7)

where ξw = 1.38, ζ ≈ 0.4 and with 1
R

= 64 TeV the predicted upper limit is

B(K+ → π+µ+e−)BSM,6D < 1.75× 10−13 , (2.5.8)

with a further suppression for |∆G| = 2 process K+ → π+µ−e+. Experimentally these
are not ruled out and are currently at least two orders of magnitude beyond current and
projected sensitivity.

In certain BSM models new leptoquark, YLQ, particles arise which can couple to
both quarks and leptons. These particles can facilitate both LFV K+ → π+µ∓e± and
LNV K+ → π−µ+e+ decays as shown in figure 2.25. Measurements of the branching
ratio can be used to constrain parameters of the models, including leptoquark masses and
couplings [181]. If one assumes the leptoquark is a scalar then the ratio of the decay width
for K+ → π+µ∓e± decays width respect to K+ → π0µ+νµ is given by [175]

Γ(K+ → π+µ∓e±)

Γ(K+ → π0µ+νµ)
= 16

(
gLQg

′
LQ

m2
LQ

)2(
m2
W

g2 sin θc

)2

, (2.5.9)

where the mass and coupling constant for leptoquarks are mLQ and g
(′)
LQ respectively and

is suppressed by a factor 16 relative to equation 2.5.5 due to being only a vector current
as opposed to V − A. The branching ratio is then given by

B(K+ → π+µ∓e±) =
16m4

W

sin2 θc
B(K+ → π0µ+νµ)

1

m4
LQ

(
gLQg

′
LQ

g2sinθC

)2

, (2.5.10)

and re-arranging in terms of the leptoquark mass allows a lower limit on mLQ to be
established from an upper limit on the branching ratio according to

mLQ =

( B(K+ → π0µ+νµ)

B(K+ → π+µ∓e±)

16m4
W

sin2 θc

) 1
4

√
gLQg′LQ

g
. (2.5.11)

Taking present bound, see table 2.1, gives constraint that a vector leptoquark must have
mass

mLQ > 76 TeV/c2

√
gLQg′LQ

g
. (2.5.12)

From this result it is clear that searches for K+ → πµe decays are able to probe indirectly
up to very high energy scales.

Right handed neutrinos with majorana mass are able to mediate LNV decay K+ →
π−µ+e+, analogous to K+ → π−`+`+ with same-flavour ` = µ or e shown in section 2.2.2.1
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Figure 2.25: Feynman diagrams for the LFV K+ → π+µ±e∓ and LNV K+ → π−µ+e+

decays via Leptoquarks.

with Feynman diagrams shown in figure 2.6. The calculation of the t channel diagram
is non-trivial and since each virtual right-handed neutrino is accompanied by a complex
mixing matrix parameter which may add constructively or destructively, there is a degen-
eracy of solutions and a limit on the branching ratio cannot directly constrain the mass
or mixing parameter [182]. However, since the leptonic contribution to the amplitude is
related by crossing symmetry to that of conversion of a µ in the electromagnetic field of
a nucleus, µ− + (Z,A)→ e+ + (Z − 2, A), an indirect limit can be established as [182]

B(K+ → π−µ+e+) . 10−11 . (2.5.13)

This indirect limit requires a theoretical estimate of the hadronic matrix element and
therefore a direct experimental limit, now able to reach a similar sensitivity, as shown in
section 7.7, is of interest [183].

If instead, following [184] [185] [186], the effective Majorana masses < m`` > are defined
by

< m−1
``′ > =

∑
N

U`NU`′NηNm
−1
N , for heavy sterile Majorana neutrinosmN � mK+ ,

(2.5.14)

< m``′ > =
∑
N

U`NU`′NηNmN , for light sterile Majorana neutrinosmN � mK+ ,

(2.5.15)

with sum over Majorana neutrino species and with mixing parameters U`N between
standard leptons and Majorana neutrinos with true mass mN . The predicted values
of B(K+ → π−µ+e+) in the two scenarios is then [185]

B(K+ → π−µ+e+) = τK+

G2
Fm

3
K+

128π3
f 2
Kf

2
π |VusVud|2ΦH

`1`2
| < m−1

``′ > |2 , mN � mK+ ,

(2.5.16)

∼ 2.3× 10−18 MeV−2ΦH
`1`2
| < m−1

``′ > |2 (2.5.17)

B(K+ → π−µ+e+) = τK+

G2
Fm

3
K+

16π3
f 2
Kf

2
π |VusVud|2ΦL

`1`2
| < m``′ > |2 , mN � mK+ ,

(2.5.18)

∼ 1.7× 10−18 MeV−2ΦL
`1`2
| < m``′ > |2 (2.5.19)
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Figure 2.26: Feynman diagrams for the LFV K+ → π+µ±e∓ decays via SUSY particles,
neutralinos ν̃ and up-type squarks ũ.

where ΦH,L
`1`2

are reduced phase space integrals. Through indirect limits on the neutrino
masses from precision electroweak tests, neutrino oscillation results, cosmological parame-
ters, and limits from neutrinoless double beta decay searches [184] predictions can be made
for the branching ratio in the two scenarios of heavy and light majorana neutrinos as [184]

B(K+ → π−µ+e+)NH ,indir. < 5.1× 10−24 ,mN � mK+ , (2.5.20)

B(K+ → π−µ+e+)NL,indir. < 2.0× 10−33 ,mN � mK+ . (2.5.21)

These far exceed sensitivity for direct experimental measurement for the foreseeable fu-
ture.

In minimal supersymmetry models with R-parity violation (��RMSSM), the R-parity
violation leads to LNV and LFV mediated by SUSY particles [182]. For the LFV decays the
relevant Feynman diagrams are shown in figure 2.26 , mediated by up-type squarks and
neutralinos. For LNV decay K+ → π−µ+e+ the relevant Feynman diagrams are shown
in [187] and are mediated by bottom squarks giving predicted branching ratio [187]( [182])

B(K+ → π−µ+e+) = 4.70× 10−12V 2
LR(λ′2K2λ

′
11K)

(
100 GeV/c2

mb̃K

)2

, (2.5.22)

with VLR being the left-right mixing matrix element, λ terms being coupling strengths and
mb̃K

is the mass of the bottom squark. In the limit of λ = VLR = 1 and mb̃K
= 100 GeV/c2

this corresponds to a limit just below current experimental sensitivity, however in general
even more suppression is expected.

Models with axion-like particles (see sections 2.2.3 and 2.4.2) may also lead to LFV
decays [188] [189] [190]. In such models K+ → π+µ±e∓ decays can occur via an ALP, a,
through the process K+ → π+a followed by a→ µ±e∓. The branching ratio is then given
by [190]

B(K+ → π+µ±e∓) =

[
τK+mK+f0(m2

a)
2

16π

(
1− m2

π+

m2
K+

)2 |vd21|2
Λ2

ξ(mK+ ,mπ+ ,ma)

]

×
[
τamam

2
µ

2π

|ad21|2
Λ2

√
1− 4m2

µ

m2
a

]
,

(2.5.23)
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Figure 2.27: [190] Constraints on the effective coupling strengths, |s`ij|2, as a function
of ALP mass, ma, from experimental searches for LFV processes in a scenario where
|vd21|2 = |ad21|2 and decay width Γa = ~

τa
= 10−6. The constraint labelled K+ → π+µe

is derived from the experimental limit on B(K+ → π+µ+e−) [172] and the corresponding
dashed line corresponds to B(K+ → π+µ+e−) < 10−12.

where mK+ , mπ+ , mµ, ma are the masses of the K+, π+, µ± and a respectively, τK+

and τa are the lifetimes of the K+ and a respectively, f0(m2
a) is the relevant form factor,

ξ(a, b, c) is defined by equation 2.4.17 and effective coupling strengths |s`21|2 = |vd21|2 =
|ad21|2 = 8π

3
Λ2

m2
µ
, when the ALP is produced on-shell (mµ + me < ma < mK+ −mπ+) and

using approximation mµ � me. Constraints on |s`21|2 as a function of ma are given for an
example scenario in figure 2.27.

Finally, an effective field theory constructed to contain an explanation for the B
physics anomalies, potentially showing LFUV, is found to also make predictions pertinent
to K+ → π+µ±e∓ LFV decays [191]. Considering a CKM-like quark flavour structure with
λqij = bqV

∗
tiVtj where bq is a flavour-blind coupling and with a lepton-sector coupling λ`ij

the branching ratio is predicted to be

B(K+ → π+µ±e∓) ' 0.136
GF

|Vus|2
G2
F

∣∣∣∣CΛ
∣∣∣∣2 |λ`12|2

(
Re[λq21]2 + Im[λq21]2

)
, (2.5.24)

where C is a constant proportional to bq and Λ is the energy scale of the EFT. For different
possible values of λ`12 figure 2.28 shows the expected B(K+ → π+µ±e∓) for a given Λ.
Solid lines in the figure correspond to parameter space compatible with explanations of
the B anomalies (specifically RK) in this EFT, strong limits on the e− mode already reject
some parameter choices.

To summarise, even in BSM models where LFV and LNV are predicted enhance-
ments to reach potentially experimentally detectable levels are rare. However, this does
not mean these decay modes should be overlooked since their observation would not only
go beyond the SM but require some further consideration in BSM models.
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Figure 2.28: [191]Predicted values of B(K+ → π+µ±e∓) as a function of the NP scale Λ of
an effective field theory model able to also explain the current B physics anomalies. The
solid lines represent values which are compatible with the explanation of current tension
in RK (to within 2σ) and 3 choices of constants controlling coupling to lepton λ`12 are
shown along with the experimental limit [172] (see table 2.1).

2.6 Review of Relevant Decays

A collection of the decays, and their branching ratios, relevant to the work presented in
this thesis are given in table 2.2.
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Table 2.2: Review of particle decays.

Decay Abbr. B Notes

K+ → π+π+π− K3π 0.05583± 0.00024
K+ → π+[e+e−γ]π0 K2πD (2.427± 0.073)× 10−3 with B(π0 → e+e−γ) = 0.01174± 0.00035
K+ → µ+νµ[e+e−γ]π0 Kµ3D (3.94± 0.12)× 10−4 with B(π0 → e+e−γ) = 0.01174± 0.00035
K+ → e+νe[e

+e−γ]π0 Ke3D (5.95± 0.18)× 10−4 with B(π0 → e+e−γ) = 0.01174± 0.00035
K+ → π+π−µ+νµ Kµ4 (4.5± 0.2)× 10−6 ∗
K+ → π+π−e+νe Ke4 (4.247± 0.024)× 10−5

K+ → π+µ+µ− Kπµµ (9.4± 0.6)× 10−8

K+ → π+e+e− Kπee (3.00± 0.09)× 10−7

K+ → µ+νµµ
+µ− Kµνµµ < 4.1× 10−7 χPT prediction: (1.350± 0.005)× 10−8♣

K+ → e+νeµ
+µ− Keνµµ (1.7± 0.5)× 10−8 χPT prediction: (1.120± 0.005)× 10−8♣

K+ → µ+νµe
+e− Kµνee (7.06± 0.31)× 10−8 χPT prediction: (4.200± 0.005)× 10−6♣

K+ → e+νee
+e− Keνee (2.48± 0.20)× 10−8 χPT prediction: (1.220± 0.005)× 10−7♣

K+ → π+π0π0 K3π0 0.01760± 0.00023
K+ → π+π+π−γ K3πγ (1.04± 0.31)× 10−4

K+ → π+γγ Kπγγ (1.01± 0.06)× 10−6

K+ → π+e+e−γ Kπeeγ (1.19± 0.13)× 10−8

K+ → π−µ+µ+ KLNV
πµµ < 4.2× 10−11 recent NA62 limit [34]

K+ → π−e+e+ KLNV
πee < 2.2× 10−10 recent NA62 limit [34]

K+ → π−µ+e+ Kπ−µe < 5.0× 10−10 this work: < 4.2× 10−11

K+ → π+µ−e+ Kπµ−e < 5.2× 10−10 this work: < 6.6× 10−11

K+ → π+µ+e− Kπµe− < 1.3× 10−11

K+ → µ−νµe+e+ KLFV
µνee < 2.1× 10−8

K+ → e−νeµ+µ+ KLFV
eνµµ no limit

K+ → π+π0 K2π 0.2067± 0.0008
K+ → µ+νµ Kµ2 0.6356± 0.0011
K+ → e+νe Ke2 (1.582± 0.007)× 10−5

K+ → π0µ+νµ Kµ3 0.03352± 0.00033
K+ → π0e+νe Ke3 0.0597± 0.0004

K+ → π+νν̄ Kπνν (11.0+4.0
−3.5)× 10−11† SM prediction: (8.4± 1.0)× 10−11

K+ → π+νν̄ K0
πνν < 3.0× 10−9 SM prediction: (3.4± 0.6)× 10−11

π0 → γγ π0
γγ 0.98823± 0.00034

π0 → e+e−γ π0
D 0.01174± 0.00035

π0 → e+e− π0
ee (6.46± 0.33)× 10−8

π0 → µ±e∓ π0
µe < 3.6× 10−10 this work: B(π0 → µ−e+) < 3.2× 10−10

π+ → µ+νµ π+
ν 0.9998770± 0.0000004

π+ → e+νe π+
e (1.230± 0.004)× 10−4

All information from PDG review [13] unless otherwise stated.

♣ Estimate from Chiral Perturbation theory [192]. The assigned uncertainty is 0.5 in the next decimal

place after the reported value.
∗ Using the predicted branching ratio B(K+ → π+π−µ+νµ) = (4.5 ± 0.2) × 10−6 [193] [194] [195], as in

the NA48/2 K+ → πµµ analysis [196]. This is used instead of the measured result, given in [13], of

(1.4± 0.9)× 10−5 based on a 1967 result with claimed observation of only 7 events [197].

†Preliminary Run 1 NA62 result [89]. The PDG reports the previous experimental result from the

E787/E949 experiment of B(K+ → π+νν̄) = (17.3+11.5
−10.5)× 10−11 [90] [113].
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Chapter 3

The NA62 Experiment at CERN

3.1 Overview

The NA62 experiment is located at the CERN north area with a high energy particle
beam provided by the Super Proton Synchrotron (SPS), see figure 3.1. The experiment
is constructed on a site steeped in the history of kaon physics with the previous users of
the experimental hall being NA31 and NA48 [198] [199]. The NA62 experiment’s primary
objective is the study of the ultra-rare K+ → π+νν̄ decay, aiming to first provide un-
equivocal evidence of its existence and then measure its branching ratio at a precision of
order 10%, testing the SM prediction (discussed in section 2.3.1) of

B(K+ → π+νν̄)SM = (8.4± 1.0)× 10−11 . (3.1.1)

The NA62 detector layout and strategy were purpose-built to meet this challenging
physics goal. The signature for the K+ → π+νν̄ decay is a K+ beam particle upstream,
a lone π+ downstream and no additional activity associated spatially or temporally, with
‘missing’ energy-momentum (carried away by the undetected neutrino anti-neutrino pair).
With a lack of total hermeticity and imperfect particle identification (PID) systems this
signature is shared by a number of K+ decay modes with branching ratios up to 10 orders
of magnitude greater than the signal, see figure 3.2.

It is vital to match the parent K+ and π+ daughter, requiring precise direction
and timing measurements for both particles from tracking detectors (see sections 3.2.3
and 3.2.5). Using the measured 3-momenta of K+ and π+ candidates, and using the
corresponding mass hypotheses to reconstruct the 4-momenta, PK+ and Pπ, the squared
missing mass variable

m2
miss = (PK+ − Pπ+)2 , (3.1.2)

is reconstructed. Selecting restricted signal regions in this variable (see section 5.1 and
figure 3.2) leads to a kinematic suppression of backgrounds to a level of O(10−3–10−4),
limited by non-Gaussian misreconstruction tails. The momentum and angular resolution
for measurements of the K+ and π+ are σp

p
|K+ = 0.2%, σθK+ = 16µrad and σp

p
|π+ . 0.5%,

σθπ+ ≈ 0.060 mrad respectively.
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Figure 3.1: The CERN accelerator complex and North Area. Protons are initially acceler-
ated by linear accelerator Linac2 then fed into a series of synchrotron rings, the Booster,
the PS (proton synchrotron) then the SPS (super proton synchrotron) where they reach
400 GeV. The TT20 transfer line carries the protons to the CERN north area and to a
set of targets. To reach NA62, protons pass through target T4 then travel down the P42
beamline to the T10 target where a secondary hadron beam is created. This secondary
beam is carried along the K12 beamline and through the NA62 experimental set-up. (This
figure was produced using CERN Geographic Information System plans.)
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Figure 3.2: (Edited from [200].) Expected m2
miss distributions of K+ decays. The signal

K+ → π+νν̄ decay is enhanced by 10 orders of magnitude for visibility above the signif-
icant contributions of other background processes. The two signal regions are indicated
with borders set to kinematically reject K+ → µ+νµ, K+ → π+π0 and K+ → π+π+π−

decays.

Veto systems (see primarily sections 3.2.4, 3.2.7 and 3.2.10) must reject any activity
associated, in time or space, with a candidate K+–π+ pair. Especially important is the
rejection of photons produced in the common decay chain of K+ → π+π0 followed by
π0 → γγ (which may be written as K+ → π+[γγ]π0). A π0(→ γγ) detection inefficiency
of ≤ O(10−8) is required.

Particle identification systems (sections 3.2.6, 3.2.7.1, 3.2.9 and 3.2.10) are needed
to ensure powerful separation between π+ and µ+ to reject the most common charged
kaon decay process K+ → µ+νµ. The probability of misidentification of a µ+ as a π+

must be ≤ O(10−7).

The acute rarity of the K+ → π+νν̄ decay means a large number of K+ decays,
O(1013), must be collected; to do this in a reasonable few year time-scale requires a high
intensity beam. This further increases the importance of precise timing (with K+–π+ time
matching with 100 ps precision required) and redundancy in veto and detector systems.
Furthermore an efficient triggering system is essential, selecting only a small fraction
(O (10−4), see section 3.2.12) of events which are of potential interest to be stored for
analysis.

3.2 The NA62 Detector and Data Acquisition Sys-

tems

The NA62 experimental apparatus, depicted in figure 3.3, is formed from a number of
sub-systems described below. The coordinate system for the experiment is arranged with
the origin at the T10 target, with z increasing along the beamline and a right-handed
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Figure 3.3: [200]Schematic diagram of the NA62 experiment with horizontal (3.3a, 2016
and 2017 configuration) and vertical (3.3b, 2018) perspectives. In June 2018 the final
collimator (COL) was replaced by a larger fixed collimator (TCX) [201].

arrangement of x and y axes.

The experiment has a fixed-target design with a 400 GeV beam of protons from the
CERN SPS impinging on a cylindrical beryllium target, of diameter 2 mm and 400 mm in
length, producing an unseparated secondary hadron beam. This secondary beam is com-
posed of 70% pions, 23% protons and 6% kaons with mean momentum of +75 GeV/c [200].

The experimental interest for NA62 is K+ decays, and the length of the experiment
is fixed by the mean lifetime of the K+, τ = (1.2380 ± 0.0020) × 10−8 s [13], and the
special relativistic effects (time dilation/length contraction) from its high momentum. A
75 GeV/c K+ has Lorentz gamma factor γ = 1√

1−β2
= 151.9 (where velocity in the lab

frame, in units of the speed of light c, is β = p
E

= p√
p2+m2

= 0.999978). This results in a

mean path length in the lab reference frame of l = βγcτ = 564 m (compared to that for
a 75 GeV/c π+ of l = 4194 m). With the beam settings and detector strategy designed in
parallel a detector system of about 250 m in length is used with primary sensitivity for
decays of K+ in a decay volume of about 75 m in length housed in a vacuum tank starting
105 m downstream of the target.
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3.2.1 NA62 Beam-line & Overview

In a slow extraction cycle [202] [203], with effective time 3 s, protons from the SPS are
directed along the P42 extraction line to the T10 beryllium target. The secondary hadron
beam produced is then directed along the K12 beam line to the NA62 detector systems
as displayed diagrammatically in figure 3.4. Following the target a collimator selects the
beam particles to be transmitted. These next reach a triplet of quadrupole magnets which
are used to focus the beam. Each quadrupole focuses in one plane while defocusing in the
perpendicular plane, but by combining a pair (and additionally a triplet as for this beam-
line) the overall effect is focusing in both planes. Subsequently an upstream achromat is
encountered, this consists of four dipole magnets which each bend (deflect) the beam. The
first pair creates an overall parallel displacement of the beam and the second pair returns
it to the original trajectory. However, this is only true for 75 GeV/c momentum hadrons
while muons are swept away, being directed out of the main particle beam. During the
parallel achromat deflection the beam passes through a series of graduated holes in two
large movable metal blocks (TAX1 and 2) which may be closed to act as a secondary
target in beam dump operation or for safety when work is carried out in the experimental
hall. Remnants of the original proton beam and other superfluous particles are absorbed
by the TAXes. Between TAX1 and TAX2 a set of tungsten plates with optional thickness
up to 5 mm (corresponding to 1.3X0) is positioned at a common horizontal and vertical
beam focus to create energy loss for positrons from bremsstrahlung (such that they can be
subsequently rejected) while minimising losses through scattering of beam hadrons [200].

Subsequently another set of quadrupoles and collimators further remove unwanted
particles from the beam and focus the 75 GeV/c hadronic component of interest. This
includes a set of 3 dipole magnets specifically designed to sweep out remaining µ±.

The first detector system, the KTAG (see section 3.2.2), is encountered about 70 m
downstream of the target. Upstream components critically ensure the beam is parallel
as it passes through the KTAG, with minimal angular divergence below 100µrad (see
section 4). Two final focusing quadrupoles follow the KTAG (Q9 and Q10) before the up-
stream spectrometer achromat system is reached. Four identical dipole magnets (BEND4,
4a, 5 and 6, with 6 inverted vertically with respect to the alignment of the other three)
displace the 75 GeV/c beam vertically down by 60 mm before returning it to the original
path. The three stations of the GTK (see section 3.2.3) are arranged to perform momen-
tum measurements forming a beam (upstream) spectrometer, with stations 1 and 3 just
before and after the achromat with station 2 in the parallel vertically displaced section
between the second and third dipole magnets. Also present between BEND4a and 5 is a
toroidally magnetized iron collimator referred to as a scraper magnet (SCR1) which defo-
cuses muons and removes them from the central beam. A final set of cleaning collimators
(C6, 7, labelled COL) preceding the third GTK station intercept particles just outside
the standard beam, including for example π± arising from decays of K+ upstream of
this point. During 2018 an additional fixed collimator was added to the beamline (TCX)
which further assists in blocking particles arising from upstream decays (specifically the
‘mambas’ mechanism, see section 5.3.1).

The beam is then deflected by a horizontal steering magnet (B) which introduces
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a 90 MeV/c kick to 75 GeV/c beam particles deflecting the beam by 1.2 mrad in the
positive x direction. The decay volume then begins at z = 104.2 m as particles enter a
large vacuum tank.

Downstream a dipole magnet (M), positioned between two pairs of tracking detectors
(see section 3.2.5) to form a downstream spectrometer, introduces a kick of 270 MeV/c
to 75 GeV/c beam particles deflecting the beam towards negative x by −3.6 mrad. The
magnitude of the momentum kick is important because it directly correlates with the
momentum resolution achievable by the spectrometer. The resolution depends on the
displacement of a track at the final spectrometer tracking station relative to its posi-
tion without the magnetic field, as determined by the magnitude of the momentum kick,
and the point resolution for the tracking detector. After the end of the vacuum tank
at z = 219.6 m remaining 75 GeV/c beam particles are contained in an evacuated beam
pipe following the beam trajectory through the centre of other downstream detector sys-
tems. These remaining beam particles are not of interest and are transmitted through
the experimental apparatus without further interactions with active detector material.
Finally a bending magnet (D) deflects the remaining charged beam particles through
angle −13.2 mrad into a beam dump.

3.2.2 Cedar/KTAG

The Cedar/KTAG system provides a fast kaon-tagging system to identify K+ particles in
the unseparated secondary hadron beam entering the NA62 detector. The Cedar/KTAG
is a composite system formed from a Cedar module, based on a CERN West Area
CEDAR 1 [204], coupled to a specially designed photon detection and readout KTAG de-
tector module. This forms a differential Cherenkov counter with achromatic ring focus
with a bespoke photon detection and readout system designed for the high intensity
NA62 environment [205]. The optics of the Cedar and KTAG construction are shown in
figures 3.5 and 3.6 respectively. Further details of the Cedar/KTAG system, its optics
and simulation, are presented in chapter 4.

The Cedar has a cylindrical gas volume of length 7 m and diameter 60 cm operated
at room temperature (relatively stable ambient temperature in the experimental cavern).
The design allows use of hydrogen (H2) or nitrogen (N2) gas and the pressure may be
varied (with different working points for the two gases). However, for the 2016–18 data-
taking nitrogen gas at 1.73 bar was used. Charged particles passing through the gas at
faster than the speed of light in this medium emit Cherenkov photons at an angle θC
governed by

cos(θC) =
1

βn
, (3.2.1)

where β = v
c

= p
γmc

is the velocity of the particle and n is the refractive index of the

gas. The NA62 beam particles have momentum p = 75 GeV/c (with only 1% rms spread)
so the velocity is different for particle species of different mass, leading to a different
emission angle of photons. Cherenkov photons are reflected from the downstream end of

1There have been two Cedar designs used at the CERN west and north areas, named Cedar-West and
Cedar-North, and optimised for different purposes [204].
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Figure 3.4: [200]Schematic diagram of the K12 beam line in the upstream (3.4a), with
both horizontal and vertical perspectives displayed and downstream (3.4b) regions.
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Figure 3.5: Annotated photograph and diagram of Cedar optics. The photograph shows
a Cedar-N [204], after it was opened at CERN during 2020 in preparation for design of a
new Cedar-H for future NA62 data-taking.
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Figure 3.6: (Adapted from [200].) KTAG schematic cut-away diagram (left) and annotated
photograph (right) showing installation of the detector with 4 sectors completed.
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the Cedar by a Mangin mirror and passed through a chromatic corrector, a system of
lenses, and an annular diaphragm. The central radius of the diaphragm is fixed, while
the outer edge is movable, meaning the width of the annular opening can be modified.
By controlling the refractive index (by choosing the gas type and pressure contained in
the Cedar vessel) and the width of the diaphragm opening, light due to a specific particle
species can be selected, K+ for standard NA62 operation. Light passing through the
diaphragm is then refracted at the upstream end of the Cedar and steered through eight
quartz exit windows into the corresponding eight sectors of the KTAG photon detection
system. Light is focused onto a spherical mirror then reflected onto eight arrays of 48
photomultiplier tubes (PMTs) [205]. This distribution of light reduces the single-channel
occupancy allowing operation at high intensities while maintaining high precision time
measurements for beam particles.

Alignment of the Cedar optical axis and the beam, to 100µrad precision, is per-
formed, minimising left-right and top-bottom asymmetries in the detected light. The
pressure is optimised to maximise light yield (through a pressure scan) and at the 2016–
18 data-taking working point on average 20 photon detections were recorded per kaon.
The RMS time resolution on a single channel is 300 ps, translating to a K+ time resolution
of 70 ps. The K+ identification probability is 98% when requiring coincident signals in at
least five KTAG sectors with a pion misidentification estimated (at low intensity) to be
O(10−4).

3.2.3 GigaTracker (GTK)

The GigaTracker or GTK is formed of three hybrid silicon pixel detectors positioned
around an achromat to form an upstream spectrometer (see figure 3.7), providing preci-
sion momentum, direction and timing measurements of beam particles. Each station is
constructed from a 200×90 array of 18, 000 pixels with dimensions 300µm×300µm read
out by application-specific integrated circuits (ASICs). Particles of different momentum
are deflected by different amounts in a magnetic field. By making precision measurements
of the position of the track in GTK2 compared to GTK1 and 3 the deflection due to the
magnetic fields is derived and therefore the momentum calculated with hits in three sta-
tions matched to reconstruct an upstream beam track. The precision achieved on the
momentum measurement is 0.2% with angular measurement to 16µrad precision, a hit
time resolution of 200 ps and therefore a track time resolution of order 130 ps.

The full beam rate of, nominally, 0.75 GHz is experienced by the GTK stations
with a corresponding maximum rate in the central region of 1.5 MHz/mm2. The detector
therefore must be able to sustain high levels of radiation, with damage limited by cooling
to −15◦C with single phase C6F14

2 pumped through 150 channels (heat exchangers)
on the back of a silicon wafer (cooling plate) bonded to the silicon sensor. To minimise
multiple Coulomb scattering 3, especially in the final station (GTK3), the radiation length

2This coolant was chosen for inertness, non-flammability and radiation resistance properties, however
a drawback is its high greenhouse potential.

3The deflection of charged particles through multiple electrostatic interactions with atoms of material
traversed.

51



(a)

G T K 1 G T K 3G T K 2

13.2m 9.6m

Z

X

G T K 1

G T K 2

G T K 3

60
mm

75
GeV/ c

Z

Y

0.4m

1.2mrad

3.6m

(b)

Figure 3.7: [200]Schematic diagrams showing the positions of the GTK stations in relation
to the final upstream beam-line components, importantly the achromat (BEND4,4a,5 &
6) magnets.

(see section 3.2.7.1) of the material in the beam is minimised, with each station being
0.005X0 (∼ 500µm of silicon). This helps maximise position resolution and minimise
potential backgrounds for the K+ → π+νν̄ study. Alignment and momentum calibration
are performed using fully reconstructed K+ → π+π+π− decays.

3.2.4 CHarged ANTI-coincidence detector (CHANTI)

The primary usage of the CHANTI [206] is to veto particles which have undergone inelastic
scattering interactions with GTK3 which may otherwise produce a fake K+ → π+νν̄
signal.

The CHANTI is constructed from six hodoscope stations (arrays of scintillator bars,
each with two perpendicular ‘x’ and ‘y’ layers) located in a vacuum vessel shared with
GTK3. When a charged particle passes through a scintillator material its interactions
excite electrons into higher energy levels from which they later de-excite, emitting scin-
tillation light. Each scintillator bar has a triangular cross section and is read out, via
wavelength shifting (WLS) fibres, by silicon photomultipliers (SiPMs). The stations have
a square cross section with side length 300 mm with a central hole through which the
beam passes. The CHANTI provides hermetic coverage for particles originating from
GTK3 from 49 mrad to to 1.34 rad [200]. The detection efficiency is measured to be at
least 99% [200] [206] and has time resolution (with respect to the KTAG reference time) of
830 ps and position resolution of 2.5 mm. Good resolution allows veto conditions to be
localised in space and time and therefore minimise rejection of events through random
activity (random veto).
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3.2.5 Straw Spectrometer (STRAW)

The Straw Spectrometer (STRAW) provides the momentum and direction measurements
for particles produced in K+ decays in the decay volume. The STRAW momentum
resolution is σp

p
= 0.3%⊕ 0.005%p, with p measured in units of GeV/c [200].

Four chambers, each constructed from four layers (views) of straw drift tubes , are
positioned around the dipole bending magnet (M), two before and two after, to form a
spectrometer. For the first time these straw chambers are operated in a vacuum tank, the
same one that contains the decay volume. This, along with the light-weight construction,
minimises the material traversed by particles (limited to 0.018X0 in total) thus minimising
multiple scattering and allowing the best precision measurements with lowest probability
of misreconstruction. This is important since scattering in STRAW chambers, along with
potential pileup of beam tracks upstream, can lead to background mechanisms for the
K+ → π+νν̄ studies.

Each STRAW chamber has four views, X,Y,V and U aligned at 0, 90◦,−45◦ and
+45◦ respectively and collectively covering a region with outer circular profile of diameter
2.1 m. A hole is present in each chamber centred on the mean beam position and in the
central region only one or two views may be traversed by a track. The straw geometry,
see figure 3.8, ensures at least two straw crossings per view per track. With two or more
views (each view providing one coordinate) in chambers before and after the magnet a
track can be reconstructed.

The straw drift tubes are 36µm thick polyethylene terephthalate (PET), with 50 nm
of copper and 20nm of gold coated on the inside which form the cathode. The tube is
filled with a gas mixture of 70% argon and 30% carbon dioxide (CO2) with a gold-plated
tungsten anode wire, 30µm in diameter, at the centre. Charged particles passing through
the gas create electron-ion pairs which drift to opposite electrodes, inducing charge on
the central wire. As electrons approach the central anode wire where the electric field
strength grows rapidly a multiplication (avalanche) process occurs leading to the creation
of a macroscopic charge pulse (current) on the anode wire which is read out. The time
taken for the drift to the central anode wire (in the known electric field) allows the radial
position from the wire to be derived. Combined with information from other straw tubes
this allows the position of a particle to be derived.

3.2.6 RICH

The Ring Imaging CHerenkov (RICH) detector is designed for particle identification
(PID), specifically to distinguish between π+ and µ+ of 15–35 GeV/c. Efficiencies for
π+ identification and µ+ misidentification achieved are momentum dependent and of or-
der O(60–80%) and O(10−4–10−3) respectively [125]. The physical principles are the same
as for the KTAG, with charged particles passing through a gas medium and emitting
Cherenkov photons at an angle determined by their mass and momentum (see equa-
tion 3.2.1). By measuring this angle and using the momentum measurement provided by
the Straw spectrometer the mass of a particle can be derived, which uniquely identifies
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Figure 3.8: [200] Sketches of the STRAW station geometry showing the arrangement of
the four views (left) and the arrangement of STRAWs in each view (right) to ensure at
least two STRAW tubes are traversed per view.

it. It is also possible to use the RICH as a velocity spectrometer, measuring momen-
tum of a track given an assumed particle identity. The RICH moreover provides a time
measurement with 100 ps precision.

A sketch of the RICH is given in figure 3.9, it consists of a 17.5 m long cylindrical
vessel, with four sections of decreasing diameter towards larger z and filled with neon
gas at atmospheric pressure (990 mbar) and room temperature. This Cherenkov radiator
medium has refractive index n such that (n − 1) = 62 × 10−6 meaning a Cherenkov
threshold momentum of 12.5 GeV/c for π+. Cherenkov photons produced in a cone as
the particle passes through the neon gas are reflected at a mosaic of 20 hexagonal mirrors
and focused onto two arrays of 976 PMTs forming rings.

The vacuum tank containing the decay volume ends with the entrance window of the
RICH with a conical shape and constructed from 2 mm thick aluminium. A central beam
pipe is included inside the RICH meaning beam particles do not create Cherenkov rings
at the PMT arrays. The mirror array is split, left-right astride the beam pipe, focusing
light on the two PMT arrays and meaning reflected Cherenkov photons avoid absorption
by the beam pipe.

3.2.7 Photon Detection and Veto Systems

The decay chain K+ → π+π0 followed by π0 → γγ produces a signature like K+ → π+νν̄
if the photons are not detected. To detect and veto such events a photon veto system
is employed with hermetic coverage for these photons from 0 − 50 mrad. This angular
coverage is shared between the large angle veto (LAV, section 3.2.7.2) 8.5−50 mrad, liquid
krypton calorimeter (section 3.2.7.1) 1 − 8.5 mrad and small angle vetos (IRC & SAC,
section 3.2.7.3) 0−1 mrad, see figure 3.10. By requiring that a π+ must have 15–35 GeV/c
the π0 is constrained to have at least 40 GeV/c meaning high energy photons are produced
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Figure 3.9: (Adapted from [200].) Annotated schematic view of the RICH.
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which can be detected efficiently. A critical photon veto rejection power with π0(→ γγ)
rejection of order O(108) is achieved through combined use of these detector systems. The
measured photon veto inefficiency for individual systems is shown in figure 3.11.

3.2.7.1 Liquid Krypton Calorimeter (LKr)

The Liquid Krypton calorimeter (LKr) is a quasi-homogeneous electromagnetic calorime-
ter formed of a cryostat filled with 9000 litres of liquid krypton at 120 K. The LKr is
re-used from the NA48 experiment [209] but with updated readout systems to match the
high rate NA62 environment. The LKr energy resolution is

σE
E

=
4.8%√
E
⊕ 11%

E
⊕ 0.9% , (3.2.2)

(where E is measured in GeV), as evaluated with simulations and degraded with respect
to the NA48 operating conditions due to additional upstream material and non-linear
energy response characteristics.
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Figure 3.11: Measured photon veto inefficiency as a function of energy for the LAV (a),
LKr (b) and SAC (c) subsystems, provided by T. Spadaro and L. Peruzzo as part of the
search for π0 → invisible decays [207]. The LAV and LKr inefficiencies are shown with a
‘standard’ parameterisation best fitting the data points and an ‘alternative’ parameteri-
sation which is constrained to reach unity at a photon energy of 0 GeV and the difference
with respect to the standard parameterisation contains the known systematic uncertain-
ties. For the SAV detectors the standard and alternative models are taken to be the
central values and central values multiplied by 1.2 respectively in each photon energy bin.
These models were constructed by E. Goudzovski as part of the search for production of
heavy neutral leptons [208].
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Electrically charged particles and photons passing through the liquid krypton insti-
gate electromagnetic showers starting with bremsstrahlung or pair production interactions
respectively. Through repeated bremsstrahlung and pair production interactions a shower
of many electrons and photons are produced. In the process energy is lost by the orig-
inal particle and transferred to the calorimeter medium. The energy deposition in the
calorimeter is measured through the charge produced in the shower which is picked up by
preamplifiers in 13248 longitudinal cells of Cu-Be electrodes with size 2× 2 cm2 (c.f. the
liquid krypton Moliere radius of 4.7 cm).

The LKr has an active fiducial volume with a regular octagon cross section with
apothem 1.130 m and a depth (along the z direction) of 1.27 m which corresponds to 27
radiation lengths (27X0). Electromagnetic showers develop logarithmically, each photon
or e± creating a pair of new particles. This continues until photons fall below the electron
pair production threshold and energy losses of e± starts to dominate. The longitudinal
development of the electromagnetic shower is characterised by the radiation length, X0,
which is equal to the distance over which a high energy electron loses a fraction 1/e of
its energy through bremsstrahlung and 7/9 of the mean free path of pair production for
a photon in matter. With a depth of 27X0 the LKr therefore contains effectively the full
shower produced by photons and e±. However, pions instigate both electromagnetic and
hadronic showers and this shower is unlikely to be fully contained in the LKr. Muons act
as minimum ionising particles (MIPs), depositing only a small amount of energy as they
traverse the detector material. Because of these characteristics, the ratio, E/p, of the
energy deposited in the LKr to the momentum measured by the STRAW for a charged
particle can be used for particle identification, alongside its function as part of the photon
veto system.

3.2.7.2 Large Angle Photon Vetos (LAV)

Twelve Large Angle photon Veto stations are positioned along the length of the experi-
ment, with LAV1-11 interspersed along the vacuum tank surrounding the decay volume
and LAV12 located after the RICH and 3 m upstream of the LKr. The positioning ensures
full angular coverage for photons emitted in π0 decays from 8.5− 50 mrad.

Each LAV station is constructed from four or five staggered layers of annuli made up
of lead glass blocks, recovered from the OPAL experiment’s electromagnetic calorimeter
barrel [210] wrapped in a new light-tight Tyveck covering, see figure 3.12. Cherenkov pho-
tons produced in electromagnetic showers in the lead glass blocks are detected by PMTs
optically coupled to the blocks via light guides. The design ensures incident particles
traverse active material in at least three rings corresponding to 21X0.

During standard operation the beam muon halo is responsible for a dominant frac-
tion of the detected LAV signals. To keep the probability of accidental coincidence to the
percent level the LAV time and energy resolutions for ≥ 1 GeV/c photons are 1 ns and
10% respectively.
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Figure 3.12: Annotated photograph of a LAV station during its installation and photon
detector module during construction (adapted from [211] and [200] respectively).

3.2.7.3 Small Angle Photon Vetos (SAV)

The intermediate ring calorimeter (IRC) and small angle calorimeter (SAC) are sampling
calorimeters with a shashlik design of alternating 1.5 mm layers of lead absorbers and
active plastic-scintillator plates traversed by WLS fibres and read out by PMs, see fig-
ure 3.13. Photons from K+ → π+[γγ]π0 decays in the decay volume produced at low
angles have energies Eγ > 5 GeV and are detected with inefficiency of ≤ 10−3.

The IRC has an eccentric cylindrical shape, with outer diameter 290 mm and central
bore of diameter 120 mm. It surrounds the beam pipe upstream of the LKr, filling the
photon veto coverage down to the beam pipe. The total depth corresponds to 19X0.
There are two modules with upstream and downstream sections of length 98 mm and
154 mm with 25 and 45 layers respectively. Each has four optically isolated quadrants
reducing cross-talk between read-out channels.

The SAC is constructed from 70 pairs of scintillator and lead square-shaped layers
(interspersed with tyveck creating diffuse reflection and thus increasing light collection)
with side length 205 mm and total depth corresponding to 19X0. The measured energy
resolution is [212]

σE
E

=
8.8%√
E
⊕ 7.1%

E
. (3.2.3)

WLS fibres are grouped into four bundles, each read out by a PM. The SAC is installed
centrally at the end of the beam line inside the vacuum such that photons which travel
along the beam direction are intercepted while charged particles are deflected into the
beam dump. A rotation of the SAC by 23 mrad ensures photons cannot remain undetected
by traversing only WLS fibres.
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Figure 3.13: [200]Annotated pictures of the IRC and SAC during assembly.

3.2.8 Charged Particle Hodoscopes (CHODs)

The charged particle hodoscopes, the CHOD and NA48-CHOD, are scintillator counters
positioned between the RICH and LKr with active area covering radii between the IRC
outer radius (145 mm) and LAV12 inner radius (1070 mm).

The NA48-CHOD is re-used from the NA48 experiment [209], see figure 3.14b. Two
planes of 64 slabs of 20 mm (0.10X0) thick scintillators, arranged vertically in the first
plane and horizontally in the second and split at the centre, are read out by PMs at either
side of the detector. For trigger logic the detector is divided into four quadrants defined
by perpendicular pairs of half-planes. Two time measurements (reducing tails in time
distributions) and a position measurement are provided, associating signals produced in
the two planes with a charged particle track. A time resolution of 270 ps is measured in
2017 and 2018 data.

The CHOD is constructed from a mosaic of 152 plastic scintillator tiles covering an
annular region between radii of 0.140 m and 1.070 m. Tiles are arranged with a 1 mm
overlap with their neighbours and vary in sizes, increasing towards the edges to optimise
the distribution of signal rates between readout channels, see figure 3.14a. The tiles
are 30 mm thick, with the active region having a total longitudinal thickness of 0.13X0.
Scintillation light produced in each tile is read out via WLS fibres by SiPM pairs. The
time resolution measured in 2017 and 2018 data is 0.8 ns.

3.2.9 Hadronic Calorimeters

A hadronic sampling calorimeter is formed from the combination of the MUV2, the refur-
bished front module of the NA48 hadron calorimeter [209] (but reversed in direction along
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(a) [200] Rate (in MHz) of signals from each
CHOD tile during data-taking at the design
instantaneous beam intensity of 750MHz.
Central high-occupation tiles are a result of
beam π+ decays.

CH

CV CH

CV

(b) [200] Drawing of the NA48-CHOD dis-
playing half-sections of the horizontal and
vertical planes (labelled CH and CV respec-
tively) in the front view, with beam at the
centre (left), and the arrangement of the
two planes in the side view (right).

Figure 3.14: Diagrams showing the CHOD tiles and NA48-CHOD slabs.

the beam line), and MUV1, with finer transversal segmentation for greater discrimina-
tion between hadronic and electromagnetic shower components. The NA62 calorimetric
system is illustrated in figure 3.15.

Showers instigated by hadronically interacting particles, for example π±, begin when
an interaction with a nucleus produces secondary hadrons, including p, n, π± and π0. Fur-
ther interactions of hadrons follow, creating more secondaries logarithmically until their
energy drops sufficiently to make further interactions unlikely. The development of this
hadronic shower is characterised by the nuclear interaction length, λI , which is generally
much larger than the radiation length X0. The MUV1 and MUV2 combined have a depth
corresponding to 8 interaction lengths, with 4.1 and 3.7 interaction lengths contributed by
the MUV1 and MUV2 respectively. Furthermore, since the π0 produced in the hadronic
shower decays as π0 → γγ, electromagnetic showers can be instigated by the high energy
photons. In this way hadronic showers are accompanied by an electromagnetic shower
component. This characteristic is used to distinguish between e± and π± at NA62: e±

will only instigate electromagnetic showers in the LKr and will not reach the MUV1 and
MUV2, while the π+ may begin to shower in the LKr or in MUV1 and MUV2 with a
combination of hadronic and electromagnetic showers. The shower characteristics fur-
ther assist in distinguishing π± from µ± because µ± act as MIPs. Full exploitation of the
calorimetric systems (LKr, MUV1 and MUV2) for PID results in efficiencies for π+ identi-
fication and µ+ misidentification of order O(75–80%) and O(10−7–10−6) respectively [125].

The MUV1 consists of interleaved layers of 26.8 mm thick steel plates and 9 mm
thick scintillator strips, 60 mm in width and 2.620 m long (spanning the full detector
width or height). Consecutive scintillator planes are alternately aligned horizontally and
vertically to provide both x and y coordinate measurements for shower development.
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Figure 3.15: [200] [213] Annotated photograph and illustrations of the NA62 calorimetric
system.

Each scintillator strip is read out at both ends by WLS fibres coupled to PMs, with all
parallel strips with analogous positions in all layers read out by the same PM. For a MIP,
depending on the impact point, 35 to 50 photoelectrons are detected in one PM.

The MUV2 is positioned downstream of the MUV1 with PMs arranged externally
and protruding forwards around the MUV1. MUV2 has a similar construction with 24
iron plates 25 mm thick followed by plastic scintillators read out via lightguides by PMs.

The performance, evaluated using 2015 data, is characterised by the time resolution
of 0.9 ns and energy resolution

σE
E

=
0.38√
E
⊕ 1.37

E
⊕ 0.115 , (3.2.4)

where E is measured in GeV.

3.2.10 Fast Muon Veto (MUV3)

The MUV3 detector is positioned downstream of the hadron calorimeter and an 0.8 m
iron wall (constituting an additional 4.8λI), see figure 3.15. Only charged particles which
traverse the full calorimetric system, representing over 14λI , are detected. While e±
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Figure 3.16: [213] Annotated drawing of the MUV3 detector structure.

are absorbed in the LKr and π± showers are contained in the calorimetric systems, µ±

act as MIPs and reach the MUV3. The MUV3 thus tags µ±: useful either for particle
identification or vetoing.

The MUV3 is a square plane, of side length 2.640 m, constructed from an array of
148 scintillator tiles 50 mm thick, 140 ‘outer tiles’ with size 200 mm × 200 mm and eight
smaller ‘inner tiles’ surrounding the central beam pipe, see figure 3.16. Each tile is read
out by a pair of PMs. If a µ± passes through a PM window (probability of 8% for a
standard tile) Cherenkov photons are generated which arrive before scintillation photons
and affect time reconstruction. Despite this, a time resolution of 0.5 ns is obtained, assisted
by the presence of PM pairs for each tile helping distinguish early signals from Cherenkov
photons. For µ± of momenta over 15 GeV/c the measured identification efficiency is in
excess of 99.5%.

3.2.11 Additional Veto Detectors

Additional veto detectors, the peripheral muon veto (MUV0) and hadronic sampling
calorimeter (HASC), are used to detect π± from K+ → π+π+π− decays which do not
traverse the STRAW chambers. The MUV0 is a scintillator hodoscope detector positioned
to the left of the RICH exit flange and is used to detect π− with momenta less than
10 GeV/c deflected into this region by the magnet. The HASC is a hadronic sampling
calorimeter formed from 9 modules each with 60 pairs of lead plates and scintillators
100 mm× 100 mm in size. The HASC is located downstream of the MUV3 and final bend
magnet and is designed to detect π+ of momentum greater than 50 GeV/c which pass
through the holes at the centres of the STRAW chambers.

3.2.12 Trigger and Data Acquisition System (TDAQ)

In order to efficiently collect a large volume of high quality data in the high intensity
NA62 environment a trigger system selectively reads out detector information for events
with properties of potential interest for physics analysis. The trigger operates with a two-
level structure with a hardware-based L0 selection followed by a L1 decision based on the
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outcomes of software algorithms run on partially reconstructed data. During data-taking
the beam is provided to the experiment in ‘bursts’ lasting about 3 s. The TDAQ system
subdivides this into ‘clock cycles’ lasting 24.951 ns (40.079 MHz) defined by a high quality
signal generator with quartz crystal phase-locked loop jitter-cleaning system, guaranteeing
high accuracy and stability. This is distributed using unidirectional optical fibres with two
multiplexed channels, one carrying synchronous L0 trigger signals and the other carrying
asynchronous trigger type (8-bit trigger word) and reset information.

Packets of information, called trigger primitives, from the NA48-CHOD, CHOD,
RICH, LKr and MUV3 detectors are sent to the L0 trigger processor (L0TP) for each
event. These primitives contain information regarding which pre-defined conditions (trig-
ger bits) are satisfied independently in each system. The L0TP then will accept the
‘event’ (defined by coincident trigger primitives) if the collection of primitives satisfy a
set of conditions (trigger masks). In the simplest example of the minimum bias control
(CTRL) trigger an event is accepted at L0 if coincident signals exist in matching x and
y tiles of the NA48-CHOD (from the passage of a charged particle). Given a positive
decision by the L0TP a request is sent for readout of the rest of the detectors for a level 1
decision. Software algorithms, run on dedicated machines in a PC farm, use information
read out from the KTAG, STRAW and LAV detectors to make a L1 decision which, if
passed, means the full detector information will be stored to tape for later analysis.

The L0 trigger decision reduces the rate of data output from the expected rate
of K+ decays in the decay volume of O(5 MHz) (plus additional rate from beam π±

and their decays and the muon halo leading to a total rate of O(10 MHz)) to a design
maximum output rate of 1 MHz. This is further reduced by the L1 trigger to write data to
permanent storage at O(10 kHz). The trigger system has in-built flexibility, in principle
the High Level Trigger System (HLT) is composed of both a level 1 and 2 software trigger,
however in practise only L1 algorithms have been used during 2016–18 data-taking.

A set of triggers with different requirements are run simultaneously. However, due
to limited bandwidth a downscaling factor, D, is applied to almost all triggers such that
only every Dth event fulfilling the requirements of the trigger is accepted.

The data acquisition relies on readout boards for each detector subsystem, with a
TDC(time to digital converters)-based TDAQ system for all detectors except the GTK,
STRAW and calorimeters which each have bespoke systems. In the general case a
FPGA(field-programmable gate array)-based TEL62 integrated circuit board is used with
TDC board (mezzanine cards) which can digitise leading and trailing edge time signals
of 128 channels with 100 ps resolution. For the GTK a modular system of custom boards
is used to interface between the trigger system and the on-detector readout boards. The
STRAW uses CARIOCA readout chips [214] with FPGAs and custom back-end Straw
Readout Boards (SRBs). Calorimeters use a bespoke CREAM (Calorimeter REadout
Module) readout system [215].
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3.2.13 Detector Development

Driven by continuous analysis of data the NA62 detector apparatus is undergoing contin-
uous development. The additional veto detectors, discussed in section 3.2.11, were added
during 2016 to cover gaps in detection acceptance for K+ → π+π+π− decays identified
from analysis of 2015 data.

By design possible backgrounds for the study of the K+ → π+νν̄ decay arising from
decays and interactions in the upstream region (before the decay volume) were minimised.
However, upon detailed analysis of the the 2016 and 2017 data such backgrounds were
revealed to be the largest single component, as discussed in section 5.3. To further block a
specific background mechanism where upstream K+ decays produce π which pass through
a gap in the BEND6 magnet (called ‘mambas’, see section 5.3.1) a ‘plug’ was installed
during 2017 [216], followed by replacement of the final collimator (Col 6/7) with one of
larger dimensions (TCX) in 2018 to fully block such π+ [201].

In addition, new upstream veto (scintillator) detectors are planned for installation in
2021 to detect particles in the upstream region related to possible background mechanisms.
The ANTI0 detector is a plane of scintillator tile detectors, using technology similar to
the CHOD and MUV3, to be positioned just upstream of the start of the vacuum tank.
Its inclusion into the L0 trigger in anti-coincidence is expected to reduce the L0 trigger
rate by 30%. A veto-counter detector will be positioned above and below the beam pipe
after the final GTK magnet and before the final collimator with two scintillator stations
separated by an absorber, with a third station after the final collimator. This will detect
decay products from upstream decays allowing suppression of background.

The GTK stations, despite radiation-hard design, must be replaced after O(1 year)
of beam exposure. During continued production of GTK stations the thickness has been
decreased further reducing the amount of material traversed by beam particles. Addition
of a fourth GTK station is planned for 2021 which will provide improved time and spatial
resolution and assist with rejection of background arising from multiple particles passing
through the detector concurrently.

3.3 Physics Programme

Beyond the primary physics goal of studying the K+ → π+νν̄ decay the NA62 physics
programme can be divided into three thematic areas:

1. Studies and precision measurements of rare K+ decays.

2. Searches for forbidden K+ decays.

3. Searches for production and/or decays of ‘exotic’ (BSM) particles.

Moreover, since the NA62 beam contains a large number of π+ and the common K+ →
π+π0 leads to large numbers of π0, decays of π+ and π0 can also be studied. A review
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of relevant decays is given in section 2.6. Within this work contributions to each of
these areas is presented, with contributions to the study of K+ → π+νν̄ in chapter 5
(sections 5.2, 5.3 and 5.5) fitting the first thematic area, searches for LNV/LFVK+ → πµe
decays, reported in chapter 7, fitting the second, and searches for production of a BSM
particle X in chapter 6 relating to the third.

3.3.1 Precision Measurements and Rare Decays

The rare FCNC K+ → π+µ+µ− decay is under investigation. Comparison with theoret-
ical calculations [217] [218] [219] [220] [221] [222], generally in the context of chiral perturbation
theory, provides an opportunity to test the SM and the complex computational techniques
needed to realise the predictions relevant to this decay. Moreover, in analogy to the RK

LFU ratio defined in the B physics sector an analogous ratio for K decays can be defined,

RK``
K =

B(K+ → π+µ+µ−)

B(K+ → π+e+e−)
. (3.3.1)

A precision measurement of B(K+ → π+µ+µ−) from NA62 [223], combined with previous
precision measurement of B(K+ → π+e+e−) from NA48/2 [224] provides an independent
test of LFU in the K sector. The NA62 experiment has collected the world’s largest
ever sample of K+ → π+µ+µ− and the precision of the measurement is currently limited
by systematics [223] but still able to reach comparable precision to the NA48/2 measure-
ment [225]. A further LFU test can be provided by studying the ratio

RK`ν
K =

B(K± → e±νe)

B(K± → µ±νµ)
, (3.3.2)

as already performed using 2007 NA62-RK data [226] [227] with further possibilities to im-
prove with the new NA62 dataset [228].

Precision measurements of the π0 → e+e− decay are planned [228], which may help
confirm or refute a slight tension that has recently arisen between the SM prediction [229]

and experimental result [230].

3.3.2 Searches for Forbidden Decays

Searches for forbidden K+ multi-body decays are actively pursued at NA62 with recent
published results on LNV and LFV processes K+ → π−µ+µ+ and K+ → π−e+e+ [34].
Searches for LNV/LFV K+ → πµe and π0 → µ±e∓ decays are addressed in this thesis.
Beyond this, other searches are in progress such as for the 4-body LNV and LFV decays
K+ → `−1 ν`1`

+
2 `

+
2 with `1,2 = µ or e [228].

3.3.3 Searches for Production and Decay of BSM Particles

The NA62 experiment primarily takes data with the TAXes open allowing the secondary
hadron beam to pass into the experiment and allowing studies of K+ decays to be per-
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formed. Recent searches for exotic particles using normal data taking conditions include
searches for dark photons [78] and heavy neutral leptons [231] [232]. However, the experiment
is also able to operate in ‘beam dump mode’ where the beryllium target is removed and
the TAXes are closed and act as a secondary target in which exotic BSM particles could
be produced. Operationally the transition between standard and beam dump operation
is simple and is achieved in a matter of minutes. In 2016–18 data-taking a beam dump
sample was collected corresponding to 3 × 1016 protons on target (POT). This already
allows NA62 to begin to challenge current bounds on NP models, constrain the BSM
phase space or potentially discover a BSM signal [228].
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Chapter 4

Cedar/KTAG Simulation Studies

4.1 Cedar Optics

4.1.1 Simplified ‘Single Mirror’ Cedar

Cherenkov photons are emitted at constant angle θ, given by equation 3.2.1, along the
path of a charged particle as it traverses the radiator gas inside the Cedar vessel. In a
simplified scenario, if a spherical mirror is positioned at the end of the Cedar, a ring image
with fixed radius R is produced in the focal plane of the mirror. The diaphragm is then
located in this focal plane and

R ≈ fθ , (4.1.1)

where f is the focal length and a small angle approximation has been made. The velocity
of a particle of mass m and momentum p is

β =

(
1 +

m2

p2

)− 1
2

, (4.1.2)

and since there is a 1% RMS spread of momentum of beam particles, while the difference
between beam particle masses is large (mp � mK+ � mπ+), the difference in velocities
between two particle species is [204]

∆β

β
≈ β2 − β1 ≈

m2
2 −m2

1

2p2
, (4.1.3)

valid for high momentum beams m
p
� 1. Differentiating equation 3.2.1 and applying a

small angle approximation the difference in angle ∆θ is given by

∆θ =
1

tan θ

∆β

β
≈ 1

θ

∆β

β
, (4.1.4)

and therefore the difference in ring radius for two particle species is

∆R ≈ f∆θ ≈ f

θ

m2
2 −m2

1

2p2
. (4.1.5)
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Figure 4.1: Sketches of Cherenkov rings focused on the diaphragm plane arising from
passage of π+, K+ and p beam particles through the Cedar. In case (a) rings are well-
focused with relatively low width and well-separated, as expected in standard N2 data-
taking conditions. In case (b) rings are broadened by, for example chromatic dispersion
or incompatible chromatic corrector and radiator gas, and with the diaphragm width
increased with respect to (a).

The optics of the Cedar-West used for the NA62 Cedar/KTAG system are optimised
for use with nitrogen gas at 1.7 bar [204], operated at the ambient temperature of the
experimental hall, approximately 20◦C. The NA62 Cedar effective optical focal length is
f = 3.24 m and the gas pressure (which determines the refractive index) is tuned to give
Cherenkov angle θ = 30.9 mrad, which leads to a K+ producing a ring of radius 100 mm
to match the fixed central diaphragm radius, see figure 4.1. With this operating point the
difference between ring radii of K+ and π+ or protons are

∆RKπ = 2.1 mm (4.1.6)

∆RKp = 5.9 mm . (4.1.7)

In principle therefore, by controlling the width of the diaphragm, wD see figure 4.1a,
K+ rings alone can be selected. However, in this simplified ‘single-mirror Cedar’ scenario
both spherical aberration of the mirror and chromatic aberration arising from photons
travelling through the radiator gas, broaden the ring image at the diaphragm which can
lead to overlap of the photon distributions produced by two particle species, see figure 4.1b.

4.1.2 Full Cedar Optics

Elimination of Spherical Aberration
By using a Mangin mirror instead of a spherical mirror spherical aberration is eliminated
through specific choice [233] of radii of the front (refracting) surface, r1, and rear (reflecting)
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surface, r2. The focal length of the Mangin mirror, fM , is given by 1 [233]

1

fM
=

2n

r2

− 2(n− 1)

r1

, (4.1.8)

where n is the refractive index of the lens which is constructed from fused silica and can
be parameterised by the empirical Sellmeier formula [234] as [235]

n =

√
1 +

B1λ2

λ2 − C1

+
B2λ2

λ2 − C2

+
B3λ2

λ2 − C3

, (4.1.9)

where λ is the wavelength expressed in µm and the appropriate numerical factors are
B1 = 0.6961663, C1 = 0.0684043, B2 = 0.4079426, C2 = 0.1162414, B3 = 0.8974794,
C3 = 9.8961610. For the NA62 Cedar r1 = 8.610 m, r2 = 6.615 m and the Mangin mirror
focal length is fM = 5.034 m for photons of wavelength λ = 300 nm.

Chromatic Dispersion/Aberration and Chromatic Correction
When using a Mangin mirror the primary cause of ring broadening is chromatic aberration,
with different wavelengths of light being refracted by slightly different angles and therefore
causing a spread in the ring image at the diaphragm. The resulting divergence is given
by [204]

∆Rch = f
1

2ν

(
1 +

1

θ2γ2

)
. (4.1.10)

The Abbe number is ν = nD−1
nF−nC , with ni being refractive indices of a gas at wavelengths

λF = 486.1 nm, λD = 589.3 nm, and λC = 656.3 nm and for N2 gas in the NA62 Cedar [204]

ν = 35. Under standard NA62 operation ∆Rch = 1.9 mm which is comparable to ∆RKπ.
However, for high momenta beams and for a fixed choice of gas in a detector f , θ and
ν are fixed so ∆Rch is approximately constant and depends only on γ. For the case of
K+–π+ separation at high momentum a specific fixed chromatic corrector can therefore be
used. Correction of transverse and longitudinal chromatic aberrations are performed by
different optical components, the first being the Mangin mirror itself and the second being
a separate chromatic corrector lens, see figure 3.5. Using this system a correction factor k
is added such that ∆Rcorr

ch = ∆Rch
k

. For the NA62 Cedar k = 11 and so ∆Rcorr
ch = 0.17 mm.

The chromatic corrector is a planoconvex (converging) lens with radius of the curved
surface, rC = 1.385 m for the NA62 Cedar. The focal length is given by

1

fC
=
n− 1

rC
=

1

t
− 1

fM − d
(4.1.11)

where n is given by equation 4.1.9, d = 3.508m is the distance between the Mangin mirror
and Chromatic corrector and t = 0.998 m is the distance between the chromatic corrector
and the final focal plane of the optical system, as shown in figure 4.2. The combination
of the Mangin mirror and chromatic corrector produces a ring image at the diaphragm
plane (the focal plane of the optical system) with spherical and chromatic aberration
effects eliminated to a good precision for all optical wavelengths. However, additional
effects, described below, can still broaden the ring images at the diaphragm plane.

1With sign convention chosen to give fM > 0.
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Figure 4.2: Schematic diagram of Cedar optics.

Multiple scattering of beam particles
After the chromatic correction the largest effect is due to multiple scattering of beam
particles traversing the gas which leads to several non-concentric ring images with RMS
scatter given by [204] 2

σRscat = f
15

βp

√
LP

3X0

, (4.1.12)

where momentum p is expressed in MeV, L is the length of gas traversed expressed in
radiation lengths (5.6 m of N2 for the NA62 Cedar corresponds to 3%X0) and P is the
gas pressure in bar. For effective focal length f = 3.24 m this gives σRscat = 0.09 mm.

Beam divergence
A similar effect occurs if beam particles do not always follow parallel trajectories. For an
angular beam divergence characterised by σx and σy the corresponding change in R is

σx,yRdiv = fσx,y . (4.1.13)

The NA62 beam divergence is required to be less than 100µrad [200] such that σx,yRdiv <
0.32 mm and is held to σx,yRdiv < 0.3 mm in practise.

Inhomogineity of refractive index
Inhomogeneities in the refractive index of the radiator gas can create refraction and de-
grade the focus at the diaphragm plane. The refractive index gradient is proportional
to the temperature and pressure gradients [204]: ∆n

n
= n−1

n
(∆P
P
− ∆T

T
). Pressure is kept

fixed but small temperature gradients are possible, but unlikely due to the stable cavern
temperature in which the NA62 Cedar is operated. The standard deviation of the spread
of photons at the diaphragm due to a linear temperature gradient is given by [204]

σR∆T
=

1

2
√

3

1− n
n

f

tan θ

∆T

T
, (4.1.14)

For a large temperature differential of 1K a spread σR∆T
≈ 0.05 mm results, which is

smaller than the above effects and this effect can generally be neglected to first order.

2This is a simplified empirical relation consistent with calculating the RMS angular scatter using the

standard formula [13] θRMS = 13.6MeV
βcp z

√
x
X0

[
1 + 0.038 ln

(
xz2

X0β2

)]
and equation 4.1.1.
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4.2 Choice of Radiator Gas: N2 versus H2

A critical aspect of the NA62 strategy is to precisely tag a K+ with the Cedar/KTAG
system and measure the associated track momentum in the GTK. Beam particle inter-
actions with the Cedar gas can mean a K+ is not properly tagged and can instigate a
far-upstream background contribution. Use of H2 gas instead of N2 reduces the material
budget for the gas traversed by the beam to 0.3%X0 from 3%X0

[213] 3 . The multiple
scattering effect broadening rings at the diaphragm is also reduced by approximately a
factor of 4.

However, the chromatic corrector lens designed for N2 gas no longer corrects the
chromatic dispersion and in fact can worsen the effect. This is a wavelength-dependent
effect, as illustrated by figure 4.3 which shows the ring radii at the diaphragm for π+ and
K+ as a function of wavelength. The increased chromatic dispersion means the diaphragm
opening width wD must be larger when using H2 gas. However, to maintain reasonable
K+/π+ discrimination the wD must be limited and some component of the K+ ring is
lost, reducing the overall light yield, with respect to the standard operational use of N2,
by 30%. To reach the same operational angle θ = 30.9 mrad a higher pressure is required
for H2 of approximately 3.7 bar compared to 1.7 bar for N2. Operation with H2 at higher
pressure carries safety risks but these are accounted for in the NA62 design.

4.3 Pressure Scan

There are therefore positive and negative consequences of switching from the standard
operation with N2, used for 2016–18 data-taking, to use of H2. However, in both cases a
working point must be found which maximises light yield while maintaining sufficiently
high K+/π+ discrimination efficiency. Assuming the detector is well-aligned (see sec-
tion 3.2.2), all that can be changed is the gas choice (N2 or H2), pressure of the gas, P ,
and wD. To determine a working point for a given gas choice a pressure scan is performed,
varying the pressure of the gas over a fixed range and measuring the number of photons,
and multi-sector coincidences, detected. Results of an experimental pressure scan per-
formed in 2015 with N2 radiator gas are shown in figure 4.4. The value of wD is tuned
to obtain good separation of the K+ and π+ peaks whose (central) positions are known
from the pressure scan. However the shape (width) of peaks observed does depend on the
value of wD used for the pressure scan.

To predict a reasonable working point for future operation with H2 gas simulated
pressure scans were performed. Four specific cases will be shown below for concreteness:

Case 1: 2016–18 standard data-taking conditions: N2, wD = 2.0 mm.

Case 2: Potential H2 data-taking parameters: H2, wD = 3.0 mm.

3The total material budget contributed by the Cedar includes the Aluminium entrance and exit
windows (150µm and 200µm thick respectively) which dominates the material budget when using H2

radiator gas. The total material budget is 0.666%X0 and 3.33%X0 when using H2 and N2 radiator gas
respectively.
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Figure 4.3: (Edited from [205].) Simulated position of Cherenkov photons produced by
K+ beam particles at the diaphragm plane, normalised for the quantum efficiency of the
photon detection system, in the cases where the Cedar gas radiator is N2 (a) and H2(b).
The chromatic correction optics are designed for the N2 radiator, high photon yield for
K+ with low contamination is achieved with diaphragm annulus width wD(N2) = 2 mm
(for gas pressure 1.7 bar). In contrast for H2 the chromatic dispersion is worse and a larger
width, for example wD(N2) = 4 mm, must be used (for H2 at 3 bar). This includes larger
contamination from π+ Cherenkov photon at high wavelength and loss of light originating
from K+ at lower wavelength.

Figure 4.4: [200] Results from an experimental pressure scan performed in 2015 showing
the three peaks due to Cherenkov photons associated with π+, K+ and p for cases of
coincident detection in 5, 6, 7 or 8 sectors.
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Case 3: Standard N2 pressure scan parameters: N2, wD = 1.3 mm.

Case 4: Potential H2 pressure scan parameters: H2, wD = 1.3 mm.

When performing a pressure scan the light yield need not be as high since efficiency of
detection is not of primary concern, instead the objective is finding the position of the
three peaks corresponding to π+, K+ and p. This explains the lower value of wD used
for H2 pressure scan and provides the caveat that the fourth case is not necessarily an
optimal data-taking set-up for H2.

A sample of 5000 events is simulated for each of the three species of beam particles,
π+, K+ and p, for a relevant range of gas pressure in steps of 0.01 (0.02) bar for N2(H2)
gas. The radii of photons reaching the diaphragm plane when using N2 and H2 radiator
gas is shown in figures 4.5a and 4.5b respectively, with the mean shown by a solid line
and two-tone bands illustrating the one and two standard deviation spread. Full simu-
lation of the Cedar/KTAG system, including consideration of the optical transmissivity
of components and quantum efficiency of the PM photon detectors, allows the expected
values of measurable quantities to be determined. For each event the number of photons
detected (hits) and coincident n-sector signals (candidates) are counted. The number of
hits and candidates is first normalised to the number of beam particles per event, with
average values of < Nhits >= 23 and < N5−sector

cand >= 0.997 at the K+ peak for standard
data-taking case 1. The beam composition is then considered by scaling by the fraction of
each species in the real beam - giving an overall normalisation per beam particle. The to-
tal normalised number of hits/candidates per beam particle is then provided by summing
the three components, this is equivalent to what may be observed experimentally.

Results for the three stages described above for case 1 are shown in figures 4.6a
and 4.6b for hits and ≥ 5-sector candidates respectively. For cases 2, 3 and 4 the results
are each summarised with three plots, equivalent to those highlighted in figure 4.6, in
figures 4.7a, 4.7b and 4.7c respectively.

Comparison of simulated pressure scans using N2 (cases 1 and 3) and H2 (cases
2 and 4) as the radiator gas, shows that in the latter case peaks are generally broader
and show asymmetry, especially in the distribution of number of hits, due to chromatic
dispersion. In cases 1, 2 and 4 the K+ and π+ peaks are not well separated, leading to
contamination of π+ at the standard K+-peak-centre working point (at 1.71[3.61] bar for
case 1[2]). In case 2 in particular at this standard working point the more numerous beam
π+ dominates and to reach a regime dominated by K+ a higher pressure must be used,
towards the upper trailing edge of the K+ distribution. This leads to additional loss of
light yield; shown by the lower mean number of photons detected (hits) shown in the left
panels of figure 4.7; beyond the loss from chromatic dispersion.

In summary, the simulations show that a change to use H2 gas will lead, in general,
to greater overlap between π+ and K+ peaks, increasing π+ mistag probability. To reach
a lower mistag probability a higher pressure can be used but this leads to lower light yield
which degrades K+ tagging efficiency as well as time resolution. However, the benefits of
switching to the lighter H2 gas with reduced scattering were not a part of this study and
are under further investigation. Only qualitative comparison with data is possible due to
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Figure 4.5: Photon radii at the diaphragm plane as a function of gas pressure for a Cedar-
W using N2 (a) or H2 (b) as a Cherenkov radiator. Radii of Cherenkov photons produced
by beam K+, π+ and protons, are shown and in each case the mean radii is shown by
solid lines and points and the one and two standard deviation spread is illustrated by the
two-tone bands. The diaphragm aperture is illustrated by the horizontal lines with: solid
lines for wD = 2[3] mm, for standard data-taking conditions case 1[2]; and dashed lines for
wD = 1.3[1.3] mm, for pressure scan conditions case 3[4]; when using N2[H2], in (a)[(b)].

the special data-taking conditions of a pressure scan and potential shifts in peak positions
due to temperature effects.

Following this study a project has been pursued to improve and enhance the Cedar/
KTAG simulation, study the optical properties in detail and consider designs for a poten-
tial replacement Cedar with hydrogen, or other light radiator gases, as well as possible
use of a Cedar-North [204] instead of a Cedar-West4. An available Cedar-North at CERN
is under consideration for this purpose and a design study is underway for operation
with hydrogen gas with modifications to the optics of this Cedar-North to mitigate issues
highlighted by the above and subsequent studies. This has been designated the ‘Cedar-H’.

4.4 Cedar Internal Optical Alignment

As described in section 3.2.2, the Cedar optical axis is aligned to the beam axis using
asymmetry in detected photon numbers between opposing KTAG sectors. However, this
assumes that the internal optical components of the Cedar are themselves aligned to the
Cedar optical axis. Such an internal optical alignment was last performed for the CERN
Cedars in the 1970s, however the original apparatus has been retained and will be re-used
to re-align the optics after modifications are made for the Cedar-H.

The internal alignment strategy is depicted schematically in figure 4.8. A photon

4These studies were performed primarily by collaborators at the University of Birmingham and will
be reported in future NA62 theses.
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(b) Case 1 : N2, wD = 2.0 mm : number of 5-sector candidates.

Figure 4.6: Simulated pressure scan (Case 1 : N2, wD = 2.0 mm) showing the mean
number of: (a) hits and (b) ≥ 5 sector coincidence candidates; normalised to number of
incident particles simulated (left) and number of beam particles, plus scaling to account
for beam composition (centre and right). Cases are shown with Individual π+, K+ and
p peaks (left and centre) and with the three components summed (right), as would be
observed in data.
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(a) Case 2 : H2, wD = 3.0 mm
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(b) Case 3 : N2, wD = 1.3 mm
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(c) Case 4 : H2, wD = 1.3 mm

Figure 4.7: Simulated pressure scan results for: (a) Case 2 : H2, wD = 3.0 mm, (b) Case
3 : N2, wD = 1.3 mm and (c) Case 4 : H2, wD = 1.3 mm. The mean number of hits
and 5-sector coincidence candidates, normalised to the number of incident beam particles
are displayed in the left and centre plots respectively, with scaling to account for beam
composition. Cases are shown with individual π+, K+ and p peaks (left and centre)
and with the three components summed (right), in terms of mean number of 5 sector
coincidence candidates, as would be observed in data.
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Figure 4.8: (a) Schematic of internal Cedar optical alignment procedure. A Cedar with
all components perfectly aligned is depicted, with the Mangin and test mirror both per-
pendicular to the optical axis. Photons emitted from the photon source traverse the
optical components and reach the detector on the opposite side of the optical axis in the
diaphragm plane. (b) Schematic view of the diaphragm plane for alignment with photon
source and detector slits illustrated.

source is positioned at the diaphragm plane at a radius of 100 mm (position x = 100 mm,
y = 0 mm), the diaphragm itself may be removed. Photons traverse the chromatic correc-
tor and are reflected at the Mangin mirror (in a direction opposite to Cherenkov photons
in standard operation). A test mirror is introduced which reflects photons which then
traverse the remainder of the Cedar optics, imitating Cherenkov photons originating from
beam particles travelling along the optical axis in standard operation. A detector, posi-
tioned opposite the source (at x = −100 mm, y = 0 mm), records photons if the optical
components are aligned. The photon source has a slit with dimensions 1 mm × 0.02 mm
and the detector entrance slit is 1 mm × 0.01 mm. Positions of the photon source and
detector may be changed by rotating the alignment set-up about the optical (z) axis.

The simulation of this internal Cedar alignment set-up has been added to the NA62
software, for both Cedar-West and Cedar-North optics and with programmable tilts about
the x and y axes of the Mangin mirror (MM) and test mirror (TM). The location of
the test mirror is different for the two types of Cedar, due to the differences in the
optical components. Simulation studies using existing Cedar designs, presented below,
are assisting in the understanding of the alignment system in preparation for alignment
of the Cedar-H.

The variation in x position at the detector plane over a range of visible wavelengths
290–635 nm is 0.072 mm and 2.3µm for the Cedar-West and Cedar-North respectively.
For the Cedar-West in particular (c.f. x-width of the detector slit, 0.01 mm), this means
the choice of light source wavelength is important. The use of a green light source is
proposed with wavelength λ = 532 nm and this is used for simulation studies reported
below.

Photons emitted at the centre of the source slit at angles, from the z axis in the x-z
plane, of θemitx = 37.18(18.12) mrad reach the centre of the detector slit for the Cedar-
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West(North) if optical components are perfectly aligned. The full area of the source slit
is illuminated using an optical fibre. Diffraction effects from the thin slit cause a spread
in the angle of emitted light, the first diffraction minima are located at an angle

θdm = sin−1

(
λ

w

)
, (4.4.1)

with respect to the central emission angle, where w is the slit width. For wavelength
λ = 532 nm and the emission slit widths in the x and y direction of wx = 0.02 mm
and wy = 1 mm, respectively, the corresponding first diffraction minima occur at angles
θdm,x = 26.6 mrad and θdm,y = 0.532 mrad. The range of photon emission angles which
traverse the fully aligned optical system and reach the detector plane are

θemitx = 24.1–50.0 mrad for Cedar-West , (4.4.2)

θemitx = 8.3–26.8 mrad for Cedar-North . (4.4.3)

With respect to the central emission angles given above this angular range is within
the central diffraction maximum, however the intensity of light detected will vary as a
function of emission angle. The ‘light spot’ produced at the detector plane is therefore
elliptical with height sy = 1.01(1.001) mm and width sx = 0.505(0.0485) mm for the
Cedar-West(North). This exceeds the size of the detector slit dimensions, in particular
the x-width of 0.01 mm. The detector slit may be moved in the x direction which allows
a scan of the diffraction maximum intensity distribution to be performed, allowing finer
determination of the centre of the ‘light spot’.

If the Mangin mirror is tilted, for example a positive (anticlockwise) rotation about
the y axis, the path of the photon test beam is deflected in the positive x direction and
misses the photon detector, as shown by figure 4.9a. This however assumes that the test
mirror is perfectly aligned (perpendicular to the optical axis), if this is not the case a tilt
of the test mirror, rotating in the clockwise direction about the y axis, causes the photon
test beam to be deflected in the same direction, as shown in figure 4.9b, assuming that
the Mangin mirror is aligned perpendicular to the optical axis.

Simulations have allowed the impact of tilts of the MM or TM to be understood
qualitatively and quantitatively. Denoting the tilt of the MM about the x and y axes as
(θMM,x, θMM,y), where θMM,x/y are expressed in milliradians, and analogously (θTM,x, θTM,y)
for TM tilts, the position of optical photons (with wavelength 532 nm) at the diaphragm
plane for the cases of: (a) MM tilt only, (b) TM tilt only and (c) MM tilt (0, 1) plus TM
tilt; are shown in figure 4.10 for the Cedar-West (left) and Cedar-North (right). Quali-
tatively it is observed that tilts of the TM produce a deflection a factor of two less and
oppositely directed to a tilt in the MM. This is because two reflections occur at the MM
compared to one at the TM and the reflecting surfaces are on opposite sides of the optical
components. Moreover, the effects of tilting one component is independent of the tilt of
the other, with the same pattern observed in figures 4.10b and 4.10c except the same
constant displacement towards negative y due to the (1, 0) MM rotation. Quantitatively
the displacement of the photons at the diaphragm plane as a function of MM and TM tilts
are shown in figure 4.11 for the Cedar-West (left) and Cedar-North (right). An empirical
model for the displacement in the x and y planes is derived (for λ = 532 nm photons) to
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Figure 4.9: Schematic of internal Cedar optical alignment set-up with optical components
aligned perpendicular to the optical axis except: (a) Mangin mirror tilted anticlockwise
about the y axis; or (b) test mirror tilted clockwise about the y axis. Both simulate mis-
alignment which causes deflection of the optical photons at the diaphragm plane towards
positive x (smaller radius) causing them to miss the photon detector.

be

∆x = a θMM,y + b θTM,y , (4.4.4)

∆y = −a θMM,x − b θTM,x , (4.4.5)

where

a = 13.3066 and b = −6.6574 for Cedar-West , (4.4.6)

a = 15.6523 and b = −7.8320 for Cedar-North , (4.4.7)

where angles are expressed in milliradians and displacements in millimetres. From these
models it can be concluded that the Cedar-North is more sensitive to misalignment since
the same tilt leads to approximately 20% larger displacement of photons at the diaphragm
plane.

An independent study has shown that the MM must be aligned with a tolerance of
0.1 mrad. The alignment system is, in principle, sensitive to angular shifts of |∆θMM | =
0.039(0.0037) mrad for Cedar-West(North) meaning it is capable of measuring significantly
smaller tilts than the required tolerance. This assumes however that the TM can be
aligned perfectly, and because the same effect can be achieved tilting the MM and TM
differently (creating degenerate solutions for minimising equations 4.4.4 and 4.4.5), the
mechanical precision of TM alignment is important.
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(a) Tilting MM with TM perfectly aligned.
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Figure 4.10: Positions of photons at the diaphragm plane in the vicinity of the photon
detector for alignment (x = −100 mm, y = 0 mm) after traversing the Cedar-West (left)
or Cedar-North (right) optics with Mangin mirror tilts (θMM,x, θMM,y) shown in red, and
test mirror tilts (θTM,x, θTM,y) shown in blue. Cases are shown with (a) the test mirror
aligned and a set of Mangin mirror tilts of 1 miliradian, (b) vice versa, and (c) constant
Mangin mirror tilt of (1 [mrad], 0) and a set of test mirror tilts. In case (a) for Cedar-North
with θMM,y = 1 mrad photons miss the chromatic corrector.
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Figure 4.11: Measured displacement of the alignment test beam of photons at the di-
aphragm plane in the x direction with respect to the centre of the photon detector (at
x = −100 mm, y = 0 mm) as a function of (a) Mangin mirror and (b) test mirror tilts in
the y direction. Results are displayed for the Cedar-West (left) and Cedar-North (right)
optics, and a range of tilts for the other mirror are shown in different colour for each case.
Open markers indicate the expected locations in scenarios where photons do not reach
the detector plane due to missing the chromatic corrector after reflection from the Man-
gin mirror. The linear relationships observed are encapsulated in the empirical models
displayed on the figures and equation 4.4.5.
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Chapter 5

Studies of the Rare Decay
K+→ π+νν̄

In the following the study of the K+ → π+νν̄ decay is presented. The analysis of the full
Run 1 (2016-18) NA62 dataset has been completed and the preliminary result has been
reported [89]; this is presented in section 5.7 together with future prospects. However, the
focus of this chapter is the analysis of data collected in 2016 and 2017 (with associated
publications [124] and [125]) and contributions of the author, presented in sections 5.2, 5.3
and 5.5. These contributions are to background studies, specifically for: K+ → π+π+π−

decays (section 5.2); upstream backgrounds through use of simulations (section 5.3); and
cross-checks of background expectations for K+ → π+π0 and K+ → µ+νµ with an alter-
native method (section 5.5).

5.1 Fundamentals of the NA62 K+ → π+νν̄ Studies

5.1.1 Analysis Procedure

The signature of theK+ → π+νν̄ decay is an incidentK+ and an outgoing π+ with missing
energy/momentum. This may be kinematically isolated from potential background K+

decay processes using the squared missing mass variable defined as

m2
miss = (PK − Pπ)2 , (5.1.1)

where PK and Pπ are the 4-momenta of the K+ and π+ respectively, determined from the
measured 3-momenta of the associated GTK and STRAW tracks and using the K+ and
π+ mass hypotheses. Background suppression of order O(10−4) is achieved by definition
of two signal regions such as to avoid the peaking two-body K+ → π+π0 and K+ → µ+νµ
decays and the kinematic endpoint of the K+ → π+π+π− decay. Signal regions 1 and 2
are shown in figure 5.1 and cover m2

miss ranges 0–0.01 GeV2/c4 and 0.026–0.068 GeV2/c4

respectively. The momentum range for the π+ candidate track is limited to 15–35 GeV/c,
matching the design of the RICH and photon veto systems. The two-dimensional view of
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Figure 5.1: Squared missing mass regions definition, edited from [200]. The yellow regions
are the signal regions, the pale blue regions are control regions either side of the π+π0

region (dark blue). The grey region is the 3π region and a small apricot control region
separates this from signal region 2. Below m2

miss = 0 the two pale overlapping regions
indicate the µν region and the associated control region with exact range being momentum
dependent, see figure 5.2.

the signal regions in m2
miss versus momentum is shown in figure 5.2. For the signal region

definitions additional restrictions are applied based on alternative squared missing mass
variables, as discussed in appendix A.

To suppress backgrounds with alternative final state particle species, particle identi-
fication (PID) requirements are applied, importantly distinguishing π+ from µ+ with inef-
ficiency of O(10−7), and powerfully rejecting K+ → µ+νµ decays. Photon veto conditions
suppressK+ → π+[γγ]π0 decays, rejecting π0 → γγ with inefficiencyO(10−8). Multi-body
final states are distributed in m2

miss but are rejected by a combination of PID requirements
and multiplicity cuts, which reject additional activity recorded in the detector caused by
additional visible particles from, for example K+ → π+π+π− or K+ → π+π−e+νe decays.
The selection procedure is reported in [124] and [125] with a short summary presented in
section 5.1.3.

5.1.2 Data Samples, Trigger and Simulation Technique

Three results have been presented, analysing the data taken at the NA62 experiment in
2016 [124], 2017 [125] and 2018 [89]. Discussion of analysis of 2018 data is deferred exclusively
to section 5.7. The 2016 dataset corresponds to 30 days of data-taking, and represents
2% of the full Run 1 (2016–18) sample, in terms of effective number of K+ decays col-
lected [228]. The 2017 data, 30% of the Run 1 sample, was taken at higher average intensity
over a four month period [125] [228].

The first stage towards isolation of candidate K+ → π+νν̄ events is the trigger
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Figure 5.2: (Edited from [200], produced from single-track analysis of 2015 data without
PID, photon veto or full multiplicity rejection requirements.) Two dimensional definitions
of signal regions (bounded by black lines) control regions (grey lines) and background
regions (dark red lines) in the m2

miss versus momentum plane. Here the 2-body K+ →
π+π0 decay is seen as a peak at m2

π0 , while the K+ → µ+νµ peak is seen as a curved
distribution because of the misassignment of mass when calculating m2

miss. The 3-body
K+ → π+π+π− background is distributed diffusely at high m2

miss.

system, as outlined in section 3.2.12, which instigates readout and storage of information
from detectors if and only if certain criteria indicative of a signal-like event signature are
met. The ‘PNN’ trigger was used for collection of the signal and is defined as follows. At
L0 a time window of 6.3 ns is opened around a L0 RICH reference signal from a charged
track, which defines the trigger time. Within this time window: a signal must exist in at
least one CHOD tile but not in opposite quadrants (suppressing 3-track decays such as
K+ → π+π+π−); there are no signals in the MUV3 (rejecting K+ → µ+νµ); and there
is a lone cluster topology in the LKr with energy deposit of less than 30 GeV (rejecting
K+ → π+[γγ]π0 decays). At L1 coincident hits in ≥ 5 KTAG sectors are required with at
least one STRAW track of momenta less than 50 GeV/c forming a vertex with the beam
upstream of STRAW1 and signals in no more than two LAV blocks within 10 ns of the
trigger time are allowed. The minimum bias control trigger, applying only a L0 condition
of a signal in the NA48-CHOD and run concurrently with downscaling factor D = 400,
is used to collect normalisation K+ → π+π0 events.

A Geant4-based [236] [237] [238] Monte-Carlo (MC) simulation package is used to
study the expected properties of the signal and background events and their detection in
the NA62 detector. All relevant detector active and passive material is included in the
simulation and readout properties and inefficiencies are accounted for. Decays of K+ are
simulated in the K+ rest frame using appropriate form factors and matrix elements [125].
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Figure 5.3: [125] Particle identification probabilities (efficiencies) for π+ identification and
µ+ misidentification as π+ using RICH (a) and calorimeters (b) measured with 2017 data.

5.1.3 K+ → π+νν̄ Selection

Less than three STRAW tracks are allowed with none being negatively charged. Only
one track can fulfil additional criteria to become a π+ candidate but, for example, an
additional out-of-time halo muon track may exist in the readout window of the STRAW
reconstruction (the probability of which is intensity dependent). A π+ candidate track
must have momentum in the range 15–35 GeV/c and traverse the sensitive regions of
downstream detectors (RICH, CHODs, LKr, and MUV1,2,3) with spatially and tempo-
rally matched signals in RICH, CHODs and LKr. The track time is measured to 100 ps
precision and is calculated using the mean times measured in the STRAW, NA48-CHOD
and RICH weighted by their respective measured resolutions. The particle identity is
determined by the RICH, using the ratio of likelihoods under the π+ and µ+ hypothe-
ses and particle mass calculated from the ring radius, and using a multivariate classifier
using calorimetric information. Integrated over momentum a π+ identification efficiency,
of 82% and 78% respectively, is obtained, with probability of µ+ misidentification as π+

of 2.3 × 10−3 and 6.3 × 10−6, see figure 5.3. No geometrically associated MUV3 signals
within 7 ns of the track time are allowed. Events are rejected if any LKr clusters are
present outside a 100 mm radius (c.f. LKr Moliere radius of 47 mm) from the π+ impact
point and in time windows, depending on cluster energies, of half width between 5 and
50 ns. Events are rejected if there is additional activity in detectors upstream of the LKr
associated with either the decay vertex or LKr clusters in excess of 40 MeV. Background
K+ → π+[γγ]π0 events are rejected by photon veto requirements with average inefficiency
of 1.3× 10−8, see figure 5.4.

A K+ is tagged upstream if coincident signals are detected in at least five KTAG
sectors within 2 ns of the π+ track time. This is matched to a GTK track within 0.6 ns of
the KTAG time and closest distance of approach (CDA) with the π+ candidate of less than
4 mm. A discriminant based on temporal and spatial information is used for matching of
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Figure 5.4: [125] π0 rejection inefficiency as a function of π+ momentum for K+ → π+π0

decays measured with 2017 data.

the K+ and π+. This has an efficiency of 75% and a 1.3% (3.5%) probability of incorrect
associations when a K+ is (is not) correctly reconstructed. Incorrect associations and
misreconstruction can contribute to background mechanisms, specifically as discussed in
section 5.3.3.

Upstream backgrounds, see section 5.3, arise from a combination of early decays
(upstream of the start of the decay volume vacuum tank), beam particle interactions
with GTK stations, pileup GTK tracks and high-angle π+ scattering in STRAW1. To
minimise these backgrounds the K+–π+ vertex must be formed inside the fiducial volume
(FV, with 105 < zvtx < 165 m) with no additional CHANTI activity within 3 ns of the
π+ track time. Additionally a ‘box cut’ is applied requiring that the projected position
of the π+ at the final collimator (COL) plane is outside a central 200 × 1000 mm2 area.
This is effective to reject upstream backgrounds which primarily arise from π+ produced
upstream passing through the excluded ‘box cut’ spatial region at the final collimator. In
contrast, the projected positions in this plane of π+ from signal events are expected to be
broadly distributed due to the decay kinematics.

5.1.4 Single Event Sensitivity

The single event sensitivity, BSES, is defined as the branching ratio corresponding to
observation of one signal event. For the K+ → π+νν̄ analysis the K+ → π+π0 decay
is used as a normalisation channel, with a sample selected with a procedure similar to
the signal selection but without upstream background, photon veto and some multiplicity
rejection requirements and with 0.01 < m2

miss < 0.026 GeV2/c4. The BSES is then defined
by

BSES =
1

Aπνν

BππAππ
Nππ

1

D

εCTRLππ

εPNNπνν

εRV , (5.1.2)

where Aπνν and Aππ are the acceptances for selection of signal and normalisation events
(including kinematic and selection acceptance, assuming the SM phase-space distribution
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for the K+ → π+νν̄ decay, and corrected to account for detector and reconstruction
efficiencies), Bππ = B(K+ → π+π0), Nππ is the number of normalisation events recorded
using control (CTRL) trigger with efficiency εCTRLππ and downscaling factor D = 400 and
signal events are collected with the PNN trigger with efficiency εPNNπνν . The random veto
efficiency term is εRV = 1 − fRV , where fRV is the fraction of events rejected by the
selection veto conditions due to accidental activity. This term is added explicitly because
pileup, which can lead to additional activity, is not simulated. Random veto effects are
different for the signal and normalisation selections, the largest effect being because of the
photon veto conditions applied in the signal selection only, however effects that cancel in
the ratio

εππRV
επννRV

can be neglected. In general the terms of 5.1.2 depend on π+ momentum,

pπ, and instantaneous beam intensity, I. The analysis is performed in four momentum
bins, each 5 GeV/c2 wide between 15 and 35 GeV and five instantaneous intensity bins
and the total single event sensitivity is given by

BSES =
D

Bππ
∑
pπ bins

∑
I bins

[
1

Aπνν(pπ, I)

Aππ(pπ, I)

Nππ(pπ, I)

εCTRLππ (pπ, I)

εPNNπνν (pπ, I)
εRV (pπ, I)

]
. (5.1.3)

The intensity dependence of the signal and normalisation acceptance are expected to can-
cel and their dependence on momenta is shown in figure 5.5. The intensity and momentum
dependence of the PNN trigger efficiency is shown in figure 5.6a while the minimum bias
CTRL trigger has efficiency of over 99% and is approximately flat in pπ and I. The
variation of random veto efficiency with intensity is shown in figure 5.6b.

The single event sensitivities obtained for the analysis of 2016 and 2017 data are

B16
SES = (3.15± 0.01stat ± 0.24syst)× 10−10 , (5.1.4)

B17
SES = (3.89± 0.024syst)× 10−11 . (5.1.5)

Simulated K+ → π+νν̄ events are generated assuming a SM description and therefore the
number of expected K+ → π+νν̄ events is

N exp
πνν,SM =

BSM(K+ → π+νν̄)

BSES
. (5.1.6)

Therefore, the expected numbers of events in the 2016 and 2017 data samples are [124] [125]

N exp,16
πνν,SM = 0.267± 0.001stat ± 0.020syst ± 0.032ext , (5.1.7)

N exp,17
πνν,SM = 2.16± 0.13syst ± 0.26ext , (5.1.8)

with negligible statistical uncertainty (in 2017) and external uncertainty arising from the
uncertainty on the SM branching ratio calculation (see equation 2.3.11).

5.2 Studies of the K+ → π+π+π− Background

5.2.1 Preliminaries: The K+ → π+π+π− Background

To illustrate the required rejection of K+ → π+π+π− background events with a signal-
like signature an order-of-magnitude consideration can be followed. If acceptance for
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Figure 5.5: ( [125], edited.) Acceptance of normalisation (a) and signal (b) selections
derived from simulations. The signal acceptance, and its associated uncertainty, for each
signal region is shown individually by the coloured boxes.
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Figure 5.6: (a) PNN trigger efficiency as a function of instantaneous beam intensity for
each of the four momentum bins. Points are displaced horizontally in each intensity re-
gion for visibility and vertical bars represent the total uncertainty, with results from [125].
Trigger efficiency decreases with increasing intensity due to increased probability of ad-
ditional in-time activity. Efficiency also decreases for higher momentum tracks because
straw momentum reconstruction efficiency degrades for higher momenta for which reso-
lution worsens (see section 3.2.5).
(b) [125] Random veto efficiency as a function of instantaneous intensity showing results
after individual components of the veto selection and the combined result (with total
uncertainty indicated).
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K+ → π+νν̄ is of order 10% and B(K+ → π+νν̄) ∼ O(10−10), to get a 1% background
contribution K+ → π+π+π− events must be rejected at the level of at least 2 × 10−12,
given that B(K+ → π+π+π−) ≈ 5% (see table 2.2). This is achieved by kinematic and
multiplicity rejection.

The upper limit of signal region 2 is defined to be below the kinematic endpoint of
the K+ → π+π+π− decay, specifically to exclude it kinematically. However, in principle
misreconstruction of event kinematics or misassociation of reconstructed tracks could pro-
duce a signal-like signature with a non-Gaussian ‘kinematic tail’ in the m2

miss distribution
which extends into signal region 2.

Remaining rejection is achieved through the multiplicity rejection cuts in the selec-
tion, vetoing events with excess associated activity in time or space in the detector with
a candidate signal-like event. The required sensitivity for this analysis is such that rare
exclusive pathological situations and phenomena must be considered including decays,
hadronic interactions, inefficiencies and some compound effect of a combination of these
processes. Only scenarios with probability lower than 10−13 may be considered negligible.

In the following a study is presented which determines the kinematic rejection of
the K+ → π+π+π− background. This is achieved by determining the ‘kinematic tail
fraction’, the fraction of K+ → π+π+π− decays which pass the K+ → π+νν̄ selection and
enter signal region 2. The methodology of calculating background estimates using this
information is described in section 5.2.2. This study was performed first in the context of
the NA62 analysis of 2016 data and was then used in the estimation of the K+ → π+π+π−

background for both this and the analysis of 2017 data.

5.2.2 Background Estimation from Kinematic Tail Fraction

Non-Gaussian tails in the m2
miss spectrum arise due to kinematic misreconstruction. To

calculate the expected number of background events in the signal region the kinematic
tail fraction, fkin, can be established from a control sample. In figure 5.7a an example
exaggerated case is shown of a control sample of K+ → π+π+π− decays with a non-
Gaussian kinematic tail extending into the signal regions, here signal region 2 will be
considered. From this control sample

fkin =
N(R2)

N(3πR)
, (5.2.1)

where N(R2) and N(3πR) are the number of events in signal region 2 and the 3π region
(see figure 5.1), respectively. Then, when the full signal selection is applied to data the
number of events in the 3π region can be determined, figure 5.7b shows the selected
nobs3πR = 159 data events in this region in 2017 data. The predicted number of events in
signal region 2 is then

nexpR2 = fkinn
obs
3πR . (5.2.2)

For this example, for signal region 2 if fkin < 1.4× 10−4 then the background from
K+ → π+π+π− decays is equivalent to less than 1% of the expected signal in 2017 data.
This conclusion also holds for 2016 data.
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Figure 5.7: Illustration of background estimation from kinematic tail fraction. (a) An
exaggerated view of a kinematic non-Gaussian tail from a selected control sample of
K+ → π+π+π− decays (from an early stage of the selection). The kinematic tail fraction
is determined from the final control sample selected to be representative of, but orthogonal
to, the selected signal sample. (b) Events passing the K+ → π+νν̄ signal selection
in the 3π region (see figure 5.1). Multiplying the number of events shown in (b) by
the kinematic tail fraction then gives the background expectation in, for example signal
region 2. Following the colour code of results in this subsection signal regions 1 and 2 are
shown by the blue and grey shaded regions respectively with control regions, defined in
section 5.2.6, shown in orange and cyan.

5.2.3 The K+ → π+π+π− Background Mechanism

To pass the signal K+ → π+νν̄ selection a π+π− pair from a K+ → π+π+π− decay must
go undetected while a lone π+ (henceforth referred to as π3) is detected and matched to
a track upstream. It is expected that the probability for this scenario is low, however this
must be quantified. The expected momentum spectrum of π3 candidates from simulations
is shown in figure 5.8.

An example background mechanism scenario is a K+ → π+π+π− decay event with
a 15 GeV/c π+ inside the geometric acceptance of all relevant downstream detectors,
an undetected 50 GeV/c π+ which travels along the beamline and misses downstream
detectors, with a 10 GeV/c π− which decays in flight to a ∼ 6 GeV/c µ− which is swept
out of acceptance of downstream detectors by the STRAW dipole magnet (M) and is not
detected. Only the first π+ is detected and, if matched to an upstream track, the event
could have signal-like properties and be selected, meaning a background event enters the
signal region. A second example scenario has a 15 GeV/c π+, which again mimics a signal
π+, the other π+ has 35 GeV/c and interacts hadronically with the RICH entrance flange,
while the 25 GeV/c π− is not reconstructed due to detector inefficiency (known to be
O(1%) in STRAW).

91



0 5 10 15 20 25 30 35 40 45 50
  [GeV/c]

π
p 

0

2000

4000

6000

8000

10000

  
N

 e
ve

nt
s 

/ (
1 

G
eV

/c
)

 

 

Figure 5.8: Momentum spectrum of π+ from a control sample of simulated K+ → π+π+π−

decays. The 15–35 GeV/c momentum range allowed in the K+ → π+νν̄ signal selection
is between the vertical red lines.

5.2.4 Background Study Procedure

The selection of potential background events proceeds in two stages: first, a representative
sample of K+ → π+π+π− events must be isolated, then a signal-like (πνν̄-like) selection
must be applied to a candidate K+–π3 pair. However, in selecting K+ → π+π+π− events
kinematic information about the candidate π3 cannot be used since this may bias the
subsequent πνν̄-like selection run for the candidate K+–π3 pair. Therefore a selection
was developed to select K+ → π+π+π− events using only kinematic information from a
π+π− pair which will be referred to as ‘2π tagging’. The selection applied to the candidate
K+–π3 pair is described as πνν̄-like because some parts of the full selection procedure
are not possible in this case. However, carefully applying the relevant selection cuts from
the full selection allows the πνν̄-like selection to preserve all relevant properties of the
full signal selection. The primary analysis procedure, as outlined here, is detailed in
section 5.2.5. Results were validated using similar but modified analysis procedures as
described in appendix B.1.

5.2.5 Details of The Primary Analysis Procedure

Events passing the control trigger (for data) with at least one two-track vertex recon-
structed are considered. For correctly reconstructed three-track K+ → π+π+π− events
four two-track vertices should be formed and each is considered in turn.

5.2.5.1 2π Tagging: Selection of K+ → π+π+π− Control Sample

A control sample of K+ → π+π+π− events is identified by the following, using only the
kinematic information from a π+π− forming a two-track vertex. A cut-based procedure
is applied with selection requirements described below.
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1. Tracks forming the two-track vertex have charges +1 and −1 and total vertex charge
is 0.

2. The two-track vertex has good quality with χ2
vtx < 40.

3. Two-track vertex z position lies in range 115 < zvtx < 165 m.

4. Both vertex tracks must lie inside the geometric acceptance of all four STRAW
chambers, the CHODs, LKr and MUV3.

5. Both vertex tracks are reconstructed from signals in all four STRAW chambers.

6. E/p < 0.9, where E/p is the ratio of energy deposited in the LKr to the STRAW
track momentum. This rejects e± which have E/p ≈ 1.

7. Events are rejected if either vertex track has an associated signal in the MUV3.
This rejects muons from other decays or where π± → µ±νµ decays in flight occur
(with probability of 7.5%, see appendix H).

8. At least one K+ is identified with coincident signals in at least 5 sectors, with
associated timing information (tKTAG) used later.

9. The two vertex tracks each have associated signals in the CHODs.

10. A track time, ttrk,i, is defined for each track i using the mean of the CHOD and
NA48-CHOD time measurements weighted by the measured time resolutions (see
appendix E). The smallest difference between this and the time associated to a
tagged K+ candidate in the KTAG must be less than 10 ns.

11. Photon veto conditions are applied rejecting events with LAV, SAC or IRC hits
within 3 ns, 3 ns and 4 ns respectively of the KTAG K+ reference time best matching
(in time) the pair of downstream tracks.

The squared missing mass is then calculated as

m2
miss,2π = ((Pπ+ + Pπ−)− PK+)2 , (5.2.3)

where Pπ+ ,Pπ− and PK+ are the 4-momenta of the π+ and π− tracks identified and forming
the two-track vertex and the K+. If m2

miss,2π ≈ m2
π+ this suggests a K+ → π+π+π− event

has been selected only using the π+π− pair. The third track is then the π3 candidate. A
Gaussian fit to the peak in m2

miss,2π was performed with mean consistent with m2
π+ and

standard deviation σ = 790 MeV2/c4. Events with mπ+ − 3σ < m2
miss,2π < mπ+ + 3σ are

selected, as shown by figure 5.9.

5.2.5.2 K+ → π+νν̄-like Selection For K+–π3 Pairs

The π3 candidate track must have:

1. Charge +1.
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Figure 5.9: Distribution of m2
miss,2π, defined by equation 5.2.3, after 2π tagging selection

requirements 1–11 for simulated K+ → π+π+π− decays. Events between the solid red
lines are selected and pass the full 2π tagging procedure.

2. Good quality: χ2
trk < 20.

3. Signals associated to it in all four STRAW chambers.

4. A position inside the geometric acceptance of all four STRAW chambers, CHODs,
LKr and MUV3 and outside LAV(12) and IRC active area.

5. An associated cluster in the LKr.

6. Associated signals in the CHODs.

7. No associated signal in the MUV3.

8. Momentum in range 15–35 GeV/c.

9. Impact point at LKr more than 20 mm from any dead cells.

10. Associated signals in CHOD with a time within 5 ns of reference KTAG K+ time.

K–π matching is then performed (using a standard matching tool in the NA62 software
framework designed by the author) with requirements that: at least one successful match
is made with best matched pair having CDA less than 7 mm and with K–π vertex in
region 115 < z < 165 m, see figure 5.10.

The π3 candidate track is then compared to the projected properties of a π+ using
information from the π+π− pair. The predicted 3-momentum of the π3 is calculated
according to

pBMπ3
= pK+ − (pBMπ+ + pBMπ− ) , (5.2.4)

where pK+ is the K+ beam particle 3-momentum and pBMπ+ and pBMπ− are the 3-momenta
of the π+π− track pair before the straw spectrometer magnet. Using this the expected
position of π3 is then predicted at the NA48-CHOD and CHOD detectors and compared
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Figure 5.10: Illustrations of selection criteria, shown by red vertical lines, in the rele-
vant variable: CDA (top right), zvtx (bottom left) and pπ3 (bottom right). The number
of candidate π3 tracks matched to a K+ candidate upstream is shown in the top left
histogram.

with the position information recorded by the CHODs for the selected candidate π3 track.
The difference between predicted and observed position, ∆R, must be less than 100 mm,
see figure 5.11. The π3 position is first extrapolated to zBTT = 183.331, accounting for
effects of charge and magnetic field in the vacuum tank using a standard NA62 tool.
Beyond this point, the maximum allowed by the tool, a linear extrapolation is performed
using the final position and momenta (pBMaBTT

π3
) given by the full extrapolation at zBTT =

183.331. Following a linear extrapolation from zL = zBTT to the spectrometer magnet
(M) at zm = 196.995 m, the momentum kick is accounted for, followed by a further
linear extrapolation to the position of the CHOD or NA48-CHOD zC = 238.130 m and
zN = 239.029 m respectively. The final positions at the CHOD and NA48-CHOD are
therefore given by vectors

C =

xL −
[
(zC − zL)px

py
− 270

pz
(zC − zM)

]
yL + (zC − zL)py

pz

zC

 , N =

xL −
[
(zN − zL)px

py
− 270

pz
(zN − zM)

]
yL + (zN − zL)py

pz

zN

 ,

(5.2.5)
where the momenta have units of MeV/c, p = pBMaBTT

π3
and spatial coordinates have units

of metres, see also figure 5.12.

If all above conditions are satisfied then the squared missing mass is calculated for
the K+–π3 pair as

m2
miss = (PK+ − Pπ3)2 . (5.2.6)

This is the proxy for the K+ → π+νν̄ squared missing mass and any events found to be
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Figure 5.11: Predicted π3 position at the CHOD (top) and difference between predicted
and actual position, ∆R, (bottom) for tracks passing all geometric acceptance criteria
(left) or not (right).

in signal region 2 represent the background signature of interest for this study.

5.2.6 Results

For this analysis the 2016A data-set is used. This data-set was collected in a 4-week
period during September and October 2016 [216] and is the data analysed for the first
NA62 K+ → π+νν̄ results [124].

The primary results of the study are the ‘tail fraction’ of events which lie in regions
of interest, specifically:

CHOD
NA48-CHOD

C
N

Figure 5.12: Sketch of the procedure to predict the position of a candidate π3 track at
the CHOD (C) and NA48-CHOD (N) planes.

96



[m]vtxZ
110 120 130 140 150 160 170

]
2

[M
e

V
2 M

is
s

M

0

20

40

60

80

100

120

3
10×

0

5

10

15

20

25

30

35

40

0

5

10

15

20

25

30

35

40

Figure 5.13: K+–π3 squared missing mass versus vertex z position two dimensional his-
togram for control sample of K+ → π+π+π− isolated in 2016 data. The grey, orange and
cyan regions illustrate respectively signal region 2, the full control region and restricted
control region.

• Signal Region 2 (RII): 26× 103 < mmiss < 68× 103 MeV2/c4.

• K+ → π+π+π− control region (CR): 68× 103 < mmiss < 75× 103 MeV2/c4.

• Restricted control region (RCR): 68× 103 < mmiss < 70× 103 MeV2/c4.

This is compared to the 3π region above 75× 103 MeV2/c4. The restricted control region
was studied specifically for the 2016 analysis in which the region 70 × 103 < m2

miss <
75× 103 MeV2/c4 was unblinded separately during background studies.

The analysis was performed separately in four momentum regions of width 5 GeV/c
covering the standard K+ → π+νν̄ pion momentum range 15–35 GeV/c. No significant
dependence on momentum for the tail fraction is observed, however the shape of the m2

miss

distribution in the 3π background region is found to be different. Because of a known
difference in the distribution of K+ → π+π+π− as a function of the z position of the
decay, the analysis was also performed independently in five regions of vertex position for
the K+–π3 pair. These regions are 10 m long and cover the full zvtx range 115–265 m. The
two-dimensional histogram of m2

miss versus zvtx for the control sample in data is shown
in figure 5.13. Dependency of the tail fraction on zvtx could indicate some bias since a
similar relationship is not expected in principle for the signal K+ → π+νν̄. Figures 5.14
and 5.15 show the squared missing mass distributions for three key control samples (data,
MC simulations and πνν̄-like MC, see appendix B.1) in the four momentum and five zvtx
regions defined above.

The final tail fraction results are shown in table 5.1, broken down separately into
zvtx and momentum bins and displaying the overall average results.
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Figure 5.14: The K+–π3 pair m2
miss distributions obtained from the three key analysis

procedures (1,2 and 5) described in section B.1 for the four momentum regions and the
total (full 15–35 GeV/c range). The grey, orange and cyan regions illustrate respectively
signal region 2, the full control region and restricted control region.
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Figure 5.15: The K+–π3 pair m2
miss distributions obtained from the three key analysis

procedures (1,2 and 5) described in section B.1 for the five zvtx regions and the total (full
115–165 m range). The grey, orange and cyan regions illustrate respectively signal region
2, the full control region and restricted control region.
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Table 5.1: Final results for fraction of events in regions of interest for analysis
of 2016 data. The uncertainties displayed represent 90% confidence intervals
considering potential statistical fluctuations.

Signal Region 2 3π Control Region Restricted Control Region
(RII) [×10−5] (CR) [×10−5] (RCR) [×10−5]

115 < Zvtx < 125 m 0+3.2
−0 8.6+6.9

−4.3 0+3.2
−0

125 < Zvtx < 135 m 1.2+4.6
−1.2 8.5+7.5

−4.5 0+3.6
−0

135 < Zvtx < 145 m 0+5.5
−0 13+11

−7 0+5.4
−0

145 < Zvtx < 155 m 10+20
−8 10+20

−8 0+14
−0

155 < Zvtx < 165 m 60+230
−60 40+230

−60 0+180
−0

15 < pπ3 < 20 GeV/c 2.3+8.5
−2.1 4.5+9.7

−3.7 0+6.8
−0

20 < pπ3 < 25 GeV/c 2.6+5.6
−2.1 1.3+4.9

−1.2 0+3.9
−0

25 < pπ3 < 30 GeV/c 1.3+4.8
−1.2 1.03+0.83

−0.52 0+3.9
−0

30 < pπ3 < 35 GeV/c 0+5.5
−0 26+15

−10 0+5.5
−0

Total 1.6+2.0
−1.0 9.9+4.0

−3.0 0+1.2
−0

The analysis concept is non-standard and therefore it is important to perform checks
to ascertain its validity. Clear potential for bias arises from the selection of the control
sample of K+ → π+π+π− events including, despite remaining independent of the candi-
date π3 kinematics, the 2π tagging procedure. Therefore four alternative analysis strate-
gies were followed, including cases without 2π tagging with details given in appendix B.1,
and results compared to identify any bias. The summary of the results, averaged across
all zvtx and momentum bins, is given in table 5.2. Differences in results are observed
between procedures with and without 2π tagging, especially in the control region (CR).
This difference is due to changes in the m2

miss spectrum when applying a requirement
that at least one two-track vertex is formed, the first selection condition in the 2π tagging
procedure, see also appendix B.2. However, the difference between results in signal region
2 (RII) is less significant and the tail fraction values determined with and without 2π
tagging are consistent considering their uncertainty.

Table 5.2: Tail fraction results summary for RII, CR and RCR using each of the
five analysis strategies described in appendix B.1. The uncertainties displayed
represent 90% confidence intervals considering potential statistical fluctuations.

Analysis RII [×10−5] CR [×10−5] RCR [×10−5]
1. Data 1.6+2.0

−1.0 9.9+4.0
−3.0 0+1.2

−0

2. K3π MC 0+3.0
−0 13.8+7.8+

−5.5 0+3.0
−0

3. K3π MC+!2πTag 2.47+0.89
−0.75 151.1+6.5

−6.3 1.09+0.71
−0.48

4. MC+!2πTag+AL1π+ 2.33+0.97
−0.74 151.7+6.6

−6.4 1.01+0.71
−0.46

5. MC+!2πTag+E1π+ 2.0+1.4
−0.9 153.4+9.4

−9.0 1.2+1.6
−0.7

5.2.7 Implication of Results for K+ → π+νν̄

Good agreement between analysis of data and simulations is achieved, demonstrating
validity of the description of the tail over at least four orders of magnitude, see figures 5.14
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and 5.15. Differences between the simulation studies with and without applying 2π tagging
is understood to be due to the effect of the requirement for at least one two-track vertex
in the event. The consistency of the tail fraction, without dramatic variation, in bins of
zvtx, shown in figure B.5, for each analysis procedure, suggests a lack of bias and reinforces
the validity of the results presented.

For the main K+ → π+νν̄ analysis the final background estimates for the 2016 and
2017 data analyses were based on the results of this study. From full consideration of
the results, and accounting for uncertainties arising from the study of a limited sample
(in both data and simulation) of K+ → π+π+π− kinematic tail events, a conservative
estimation for the kinematic tail fraction of fkin3π = (5 ± 5) × 10−5 was adopted, with
a 100% uncertainty [124] [125]. The conclusion was that the kinematic and multiplicity
rejection combined achieve suppression of the K+ → π+π+π− background to an effectively
negligible level (compared to the signal and largest backgrounds, see sections 5.4 and 5.6).
Based on observation of 20 and 159 events passing the signal selection in the 3π region
(see figures 5.1 and 5.7b), the background predictions for the K+ → π+π+π− background
in the 20161 and 2017 data analyses are

N exp. 16
3π = 0.002± 0.001stat ± 0.002syst , (5.2.7)

N exp. 17
3π = 0.008± 0.008 . (5.2.8)

The procedure is validated in the analysis of 2017 data by comparing estimation of back-
ground in a 3π control m2

miss region, (68–72) × 103 MeV2/c4, of < 0.24 events with the
observation of 0 events.

5.3 Studies of the Upstream Background

5.3.1 Upstream Background Mechanisms

Upstream backgrounds arise from a combination of early decays (upstream of the decay
volume), beam particle interactions with the GTK stations, pileup GTK tracks and high-
angle π+ scattering in the STRAW1. The resulting background mechanisms have low
probabilities, however when compared to the requirement for a rejection factor of O(1011)
they become significant. Five specific mechanisms have been identified:

Type 1: (Known as ‘snakes’.) A beam K+ decays (e.g. as K+ → π+[γγ]π0) in the upstream
region between GTK2 and GTK3. The daughter π+ produced has momentum less
than the beam average and is therefore deflected differently to beam particles in the
final two GTK spectrometer (BEND 5a and 6) magnets. The π+ then passes through

1For the 2016 analysis with 20 observed events in the 3π region and fkin3π = (5±5)×10−5 a background
expectation of Nexp. 16

3π = 0.001±0.001stat is derived. However, since this is negligible with respect to the
signal expectation (equation 5.1.7) and the result based on limited statistics with limited cross-checks
available an even more conservative approach was adopted, doubling the predicted number of events and
adding a 100% systematic uncertainty on the result. This gives the final result shown by equation 5.2.7.
With additional cross-checks possible in 2017 with the larger data-set this further step was not required.
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the central part of the final collimator and yoke of the BEND 6 magnet and enters
the vacuum tank. This π+ may undergo (relatively) large-angle scattering in the
STRAW1. Simultaneously, a pileup track must be present in the GTK (most likely
a π+ beam particle) to which the downstream π+ discussed above can be matched,
forming a fake vertex. With scattering in the STRAW1 the position of the fake
vertex and the projected position of the π+ at the upstream reference plane (see
discussion below) can pass signal selection criteria. This mechanism is illustrated
in figure 5.16.

Type 2: (Known as ‘mambas’.) This case is similar to the type 1/snakes scenario except
that the deviated path of the daughter π+ due to the GTK spectrometer magnets
is more dramatic and so it passes through through holes in the yoke of the final
magnet (BEND 6) and enters the vacuum tank. Again, a pileup GTK track is
required upstream and a large angle scattering for the π+ downstream in STRAW1.
This mechanism is illustrated in figure 5.17.

Type 3: An inelastic interaction of a beam particle with a GTK station (GTK2 or GTK3)
produces a π+ which enters the vacuum tank and is detected downstream. The π+

undergoes scattering in STRAW1 and is matched to a pileup GTK track upstream.

Type 4: An interaction of a K+ beam particle with a GTK station (GTK2, or most impor-
tantly, GTK3) produces a prompt π+ which is detected downstream and matched
to the GTK track associated with the parent K+. Coupled with π+ scattering
in STRAW1 this pushes the reconstructed vertex downstream and into the range
selected and as such leads to a signature indistinguishable from the signal.

Type 5: In interactions of beam particles with upstream material (especially GTK3) a long-
lived unstable particle (K+, K0

L, K0
S) is produced which subsequently decays pro-

ducing a π+. Depending on the decay kinematics and the detection of the beam
particle upstream, this can immediately produce a signal-like signature.

A few clarifications can be made in addition to the above:

• K+ → π+[γγ]π0 decays were explicitly considered, in principle other decays such as
K+ → µ+νµ or K+ → π+π+π− in the upstream region can also lead to background
mechanisms as above with the addition of misidentification or inefficient multiplicity
rejection. Nevertheless in practice the efficiency of PID and multiplicity rejection
is such that these are held to a negligible level. Therefore, K+ → π+[γγ]π0 decays
will be discussed exclusively here but studies of other possibilities were considered
implicitly and explicitly for the analysis of 2016 and 2017 data respectively [124] [125].

• For K+ → π+[γγ]π0 decays to enter as a background the two photons must be lost.
Depending on the position of the decay (for mechanism type 1) the photons may
or may not hit upstream material. In the case of decays after the end of the final
collimator photons will almost certainly enter the decay volume, and for such events
the photon rejection cuts will be effective and reduce the background to negligible
levels.

101



𝛾

𝑦

𝑧 [m]

Cedar

KTAG

0
GTK1

Bend4A

Bend4B

QFS9 QFS10
Bend5SCR1

GTK2

Bend6

plug
COLL6/7

TRIM5
CHANTI

GTK3

RICH MUV3

Spectrometer

Fe

NA62 : 2017A—2018D

Blue Tube

Decay 
Volume

69.7 75.3
76.3 77.1

78.3 79.1 79.6
80.5 83.0

84.1 86.6
87.3 92.3

92.8
93.4 95.9

97.0 99.5

98.5
100.3
101.3

101.6 102.0
102.4
102.4 102.2

105.1 165
183.5

194
196.3

197.6

204.3

218.7
219.8 237.3 246.9

246.7
245.9

𝐾"
(beam)

−50

[mm]

𝜋!

𝛾
(pileup)
𝜋"

𝜋"

Snake/Type 1 Scenario

fake 
vertex

Upstream

Downstream

𝛾

True 𝜋! position

Apparent projected 𝜋!
position

Effect of STRAW1 
scattering

M

Figure 5.16: A schematic diagram of NA62 is presented with particular focus on the up-
stream region in which all components are drawn approximately in proportion to their
size. The dipole bending magnet, labelled as B in figure 3.3, is given its CERN com-
ponent name ‘TRIM5’ to avoid confusion with GTK spectrometer BEND magnets. An
event is sketched with properties corresponding to the snake/type 1 upstream background
mechanism. A K+ decays between GTK2 and GTK3 and is bent upwards more than the
standard beam path (purple line) but still passes through the central region of the colli-
mator (see inset of (x, y) plane at final collimator) and enters the decay volume. A pileup
track is also present upstream (following purple line) producing signals in the GTK out
of time from those from the K+ detected in the KTAG and its daughter π+ detected by
the RICH (which are in time with each other). Scattering in STRAW1 occurs and a fake
vertex is created in the decay volume with projection outside the box cut region.

• In terms of the way the mechanism presents itself, mechanism type 3 with GTK2
interactions can be considered equivalent to type 1 but with the production of the
π+ specifically at GTK2 instead of at any point between GTK2 and GTK3.

• Mechanisms 1–4 require relatively large angle scattering in the STRAW1 to pass the
full signal selection (due to the box cut discussed below). Scattering in STRAW2,
3 or 4 are not possible mechanisms because in these cases the change in direction
can be identified, and such events would be rejected. Whereas, for scattering in
STRAW1 the original direction of the π+ track is always lost.

• Events without a matched pileup track or scattering in STRAW1 are still relevant
to the discussion below because such events enter the control samples used to study
the upstream background.

To reject the upstream background two selection components are crucial: the K+–
π+ matching and the box cut. The box cut rejects events where the position of the π+

projected back onto an upstream reference plane at the exit of the final collimator (Col6/7,
labelled COL in figure 3.3) lies within a central region |x| < 100 mm and |y| < 500 mm.
This plane, along with the outlines of the relevant upstream material projected into this
plane are shown in figure 5.19. The effect of decays or, as illustrated in figure 5.19,
scattering in STRAW1 is to shift the projected position of the π+ from the ‘true’ location
through which the beam particle passed. The shift associated to the kinematics of K+ →
π+νν̄ decays is expected, in general, to lead to a projected π+ position which is distributed
broadly across the upstream projection plane and so often (with approximately 60%
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Figure 5.17: A schematic diagram of NA62 is presented with particular focus on the
upstream region in which all components are drawn approximately in proportion to their
size. The dipole bending magnet, labelled as B in figure 3.3, is given its CERN component
name ‘TRIM5’. An event is sketched with properties corresponding to the mamba/type
2 upstream background mechanism. A K+ decays between GTK2 and GTK3 and is
deflected upwards and passes through the hole in the final GTK spectrometer BEND 6
magnet yoke (see inset of (x, y) plane at final collimator) and enters the decay volume.
During 2017 (before the 2017A sample) a plug was added to block exactly these π+. A
pileup track is also present upstream (following purple line) producing signals in the GTK
out of time from those from the K+ detected in the KTAG and its daughter π+ detected
by the RICH (which are in time with each other). Scattering in STRAW1 occurs and a
fake vertex is created in the decay volume with projection outside the box cut region.
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Figure 5.18: A schematic diagram of the NA62 apparatus is presented with particular
focus on the upstream region in which all components are drawn approximately in pro-
portion to their size. The dipole bending magnet, labelled as B in figure 3.3, is given
its CERN component name ‘TRIM5’. A K+ → π+νν̄ signal event is sketched. The K+

passes through the upstream region and decays in the decay volume. The π+ is detected
downstream and its projected position in the final collimator plane is outside the central
region due to the decay kinematics. Signals in the KTAG, GTK and RICH are all in time.
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Figure 5.19: Projection of π+ position on the (x, y) plane at the final collimator. Relevant
material is shown; the yoke of the BEND6 and TRIM5 (labelled as B in figure 3.3)
magnets, the material of the final collimator (Coll6,7 as used data taken before June 2018
and displayed in figures 3.3, 3.4a and 3.4) and the active area of the CHANTI. In addition
the outline of the box cut accepted region is shown. The beam is rectangular in shape
and passes through the centre. Also illustrated are the actual and apparent projected
positions of π+ for snake and mamba background mechanisms (see text).

probability) this lies outside the box cut region, see figure 5.18. To mimic this case
for upstream backgrounds the STRAW1 scattering must similarly shift the projected π+

position to the ‘out of box’ region, see figure 5.19.

The K+–π+ matching includes closest distance of approach (CDA) and time match-
ing for which two time differences are defined

∆tKK = tKTAG − tGTK , (5.3.1)

∆tKπ = tKTAG − tRICH , (5.3.2)

based on measured times associated to the K+ upstream using the KTAG and GTK and
to the π+ downstream from the RICH. Presence of pileup tracks upstream tends to give
larger ∆tKK since any coincidence between signals associated to the beam particle and
pileup track is purely accidental. However, for an event with a K+ beam particle which
decays and its daughter π+ is detected downstream (as in the type 1/snakes mechanism
for example), the ∆tKπ will be small because the signals in the KTAG and RICH are
associated to the parent and daughter particles respectively of the same K+ → π+π0

decay. In contrast, if scattering or interactions occur in GTK3 then signals in the KTAG
and GTK will correspond to the same K+ and so ∆tKK will be small. The different
distributions of CDA and ∆tKK are shown in figure 5.20 for cases with and without a
pileup GTK track.
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Figure 5.20: [125] Distributions of (a) the closest distance of approach (CDA) between a
candidate K+–π+ pair and (b) time difference between signals in GTK and KTAG, ∆tKK
associated to the K+. Samples for correctly associated K+ (black) and pileup GTK tracks
(blue) are displayed. The model describing correctly associated K+ is shown in red.

Figure 5.21 and its caption explain how the composition of the upstream back-
grounds is seen in the two-dimensional plane formed by the two time differences ∆tKπ
and ∆tKK defined above.

To study the upstream background an enriched control sample is defined where
selection criteria employed to suppress upstream backgrounds are relaxed. This means
the box and K+–π matching criteria and additionally, the limit on the number of allowed
GTK tracks and CHANTI veto conditions. Four independent bifurcation samples are
then defined, as illustrated by figure 5.22a based on whether these events pass or fail the
box and K+–π+ matching conditions. A different combination of upstream background
mechanisms enter the four bifurcation samples and events fulfilling partial criteria of
the full background mechanisms also enter. For example, a snake-like event without π+

scattering in STRAW1 has a π+ projected position at the collimator plane inside the box
and so will enter bifurcation sample B. If additionally no pileup track is well-matched
then it will enter sample D. These possibilities are illustrated in figure 5.22b.

5.3.2 Simulation Studies of Snakes and Mambas Upstream Back-
grounds

Studies of the 2017 data showed that the dominant component of the upstream back-
ground lies in the horizontal arm of the ∆tKπ versus ∆tKK plane. Events inside the box
cut region are rejected which will remove all mamba events without high angle scatter-
ing in STRAW1. Therefore the primary focus of the study was on snakes. There were
two goals of the study: first, to qualitatively understand the origin and features of the
upstream background by reproducing the observations from analysis of data using simula-
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Figure 5.21: (Modified from [125].) Time differences ∆tKπ versus ∆tKK (defined by equa-
tions 5.3.2 and 5.3.1 respectively) are plotted for a control sample of data enriched with
upstream background. The horizontal arm, with in-time signals in KTAG and RICH
but not necessarily matching the GTK time, is dominated by snakes and mambas. The
vertical arm is dominated by GTK scattering and interactions from type 3 or 5 upstream
backgrounds, with matching time in KTAG and GTK but not necessarily with the RICH.
At the centre there is a contribution is from interactions with GTK3 with significantly
smaller admixture, more likely in the tails, from GTK2 interactions. The central spot also
contains type 4 upstream background with KTAG, GTK and RICH times all matching.
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Figure 5.22: Definition of the bifurcation samples (a) and illustration of the composition
of the samples (b) from each upstream background mechanism and how scattering in
STRAW1 and accidental matching to pileup tracks can change the bifurcation sample an
event will enter.
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tions; and second, to build a quantitative model for the CDA distribution of the upstream
background.

5.3.2.1 Bifurcation Method for Background Estimation

The bifurcation method of background estimation requires the definition of four samples
through inverting two independent (uncorrelated) selection criteria, see figure 5.22a. If the
hypothesis of uncorrelated cuts is fulfilled then the ratio of number of events in opposing
pairs of bifurcation samples is equal with nA

nC
= nB

nD
and nA

nB
= nC

nD
. The number of events

in the signal bifurcation sample A can then be estimated as

nA =
nBnC
nD

. (5.3.3)

In a blind analysis of data the signal sample A remains hidden until unblinding but the
orthogonal samples B, C and D can be studied. In contrast, if the study is performed
using simulations then no regions are blinded and the observed value of nA and the value
predicted from equation 5.3.3 can be compared.

5.3.2.2 Bifurcation Method and Beyond for Upstream Background Studies

For the analysis of 2016 data the bifurcation method was used to estimate the upstream
background [124]. These estimations were validated using variations in the bifurcation cuts,
with precision limited by the size of the bifurcated samples. For analysis of the larger 2017
data sample a more complete study was both possible and required, given the increased
sensitivity.

Of particular interest was bifurcation sample C which in principle can contain events
from all five upstream background mechanism types, however with an unknown mixture.
It is known that mambas should contribute negligibly to this sample, this is because
mamba-like events without STRAW1 scattering can be studied in a reasonably sized
sample in data where the π+ projects back to the hole in the BEND6 dipole. In bifurcation
sample B events from interactions with GTK3 (mechanism type 3 and 4) are at least 10
times less frequent than matching to accidental GTK tracks (snakes and mambas)2. The
contribution to sample C for such events is expected to be lower. Moreover, for an
orthogonal selection with inverted CHANTI selection criteria, actively selecting events
with associated CHANTI signals, no events were found in the signal region. This gives
further evidence that the contribution from interaction mechanisms is low. In summary
therefore, the dominant upstream background appears to arise from the type 1/snakes
mechanism, with smaller admixture within the bifurcated samples from other mechanisms.
A deeper study of the snakes background in particular, and background from K+ decays
upstream in general, was therefore performed using simulations.

2The factor of 10 here is an upper limit estimated by studies of control samples in data. When selection
criteria are relaxed or inverted to attempt to select such events 0 are found, in contrast to the O(10)
found to be from upstream decay mechanisms.
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5.3.2.3 Upstream Decays Simulations

The primary challenge of the simulation study is to obtain a sufficiently large represen-
tative sample, challenging because of the rarity of the mechanisms and stringency of the
selection. This necessitates simulation of a large number of events, naively equivalent to
O(1013) K+ decays in the standard decay region, to perform not only a counting study
but also one differential in one and two-dimensional parameter spaces. In particular the
CDA distribution was required for use in the final background estimation, as will be dis-
cussed in section 5.3.3. In order to generate a sufficiently large simulation sample a fast
MC procedure was adopted where simulation of Cherenkov light propagation in the Cedar
and all detectors downstream of the STRAWs is not performed. This increases the rate of
simulation production by a factor of 60 but removes a significant amount of information
usually vital to running the K+ → π+νν̄ selection which uses all detector systems. In
order to use these fast MC simulations at each stage of the K+ → π+νν̄ selection where
information is not available an emulated or approximated detector response must be in-
jected to mimic the behaviour of components not simulated. Included in the fast MC
simulations are emulated responses of the CHOD, NA48-CHOD and Cedar.

The decay process simulated was K+ → π+π0 with π0 decaying invisibly, the latter
feature further speeding up simulations since photon tracking is not required. This ap-
proach effectively assumes that the photons produced in upstream K+ → π+[γγ]π0 decays
are always lost. The extent to which this is true depends on the position of the K+ decay:
for decays upstream of BEND6 it is expected that the assumption will be valid, while for
decays after the final collimator photons will reach downstream detectors and so may be
detected and the event vetoed. The assumption of lost photons holds approximately for
K+ decays at z < 100 m.

To become a background event upstream decays require pileup GTK tracks to be
matched to the candidate π+. A library of 60, 000 upstream tracks and upstream de-
tector responses from data are stored and can then be injected into a simulated event.
More details are given in appendix C.1. In order to replicate the temporal properties of
the upstream background from K+ decays time measurements of the K+ by the KTAG
upstream and π+ by the RICH downstream are emulated based on the resolutions of the
detectors measured in the 2017 data sample (with σt ≈ 100 ps for both detectors). By
default (at the time of the analysis) simulated events were generated with times effectively
set to 0 by default and therefore by emulating the KTAG and RICH time resolution and
injecting a GTK pileup track at t ≈ 0, this leads to a correlation in the ∆tKπ versus
∆tKK plane since the ∆tKK value reduces to tKTAG. By instead injecting pileup tracks at
a random time, according to a uniform distribution with half-width t 1

2
w, the correlation

is lost and the horizontal line in the ∆tKπ versus ∆tKK plane is restored, see figure 5.23.
Therefore, emulated KTAG and RICH resolutions, combined with the simulated GTK re-
sponse to injected pileup tracks, replicates the horizontal band in the ∆tKπ versus ∆tKK
plane expected for upstream backgrounds from early K+ decays, see figure 5.24.

Scattering in STRAW1 is required for the snakes and mambas background mech-
anisms. The process of scattering through large enough angles is relatively rare and
therefore to enhance this in the simulation studies an emulated additional scattering can
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Figure 5.23: Four ∆tKπ versus ∆tKK distributions when injecting upstream pileup tracks
(which determine the GTK time only) in different time windows of half-width t 1

2
w =

0, 0.3, 0.6, 0.9 ns.
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Figure 5.24: Results from simulations of upstream K+ decays for ∆tKπ versus ∆tKK with
emulated Cedar and RICH responses injected into the fast MC.

be added. The scattering process is symmetric in the φs angle (in the (x, y) plane) and
includes rotation of the momentum vector pπ for the π+ through an angle θs with respect
to its direction of flight, see figure 5.25. For each event a random angle φs is drawn from
a uniform distribution between −π and π. A scattering axis is defined in the (x, y) plane
according to unit vector rs = (1 , 0 , 0) which is then rotated by random angle φs in the
(x, y) plane, perpendicular to z. The momentum vector pπ is then rotated by angle θs, a
random value drawn from a Gaussian distribution with mean µs = 0 and standard devi-
ation σs. The impact of the additional scattering is shown in figure 5.26, with a broader
distribution of projected π+ positions at the final collimator and larger differences be-
tween the true π+ position at the collimator and the projected back position. This leads
to a migration of a subset of events from being inside the box cut to being outside, most
clearly seen in events migrating from bifurcation sample D to C.

Through comparison of results of analysis of the simulations and 2017 data, quali-

Figure 5.25: Schematic illustration of the procedure of adding emulated additional scat-
tering of π+ at the STRAW1, see text.
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Figure 5.26: Projected position of π+ track at reference upstream plane after the final
collimator (a) and difference between this position and the true position of the π+ when it
passed through the same plane (b). Four instances are shown with increasing additional
scattering from left to right as parameterised by σs, see text.

tatively as shown by figure 5.27 and importantly quantitatively for the CDA distribution,
see section 5.3.2.4, it was established that at least the primary components (snakes and
mambas) of the upstream background are replicated successfully3. This provided evidence
that the mechanisms were well-understood. The properties of this background from up-
stream K+ decays can therefore be studied with the simulations, along with the impact of
selection requirements. Additional evidence and further detailed qualitative studies of the
upstream background simulations are presented in appendix C. Quantitative results, used
in the calculation of the expected upstream background, are presented in section 5.3.2.4.

5.3.2.4 CDA Distribution Studies

To enter into specific bifurcation samples requires events to have specific geometric prop-
erties and it is because of this that simulations can provide a key input to the background
predictions. The shape of the CDA distribution has an almost purely geometric origin,
determined by the position of the K+ decay, magnetic fields upstream and STRAW1
scattering downstream. The K+–π+ matching ensures that events with good matching
(bifurcation samples A and B) have CDA< 4 mm while events with bad matching gen-
erally have much larger CDA, see figure 5.28. Combining samples A+C, where the π+

projected position is outside the box cut region (labelled OutOfBox), and samples B+D
(InBox) the CDA distributions fit the same model with different values of the free pa-
rameters, as shown by figure 5.29. The normalised OutOfBox distribution is shown to
be broader and flatter than the InBox case, as expected, due to scattering in STRAW1,
which is required to enter the OutOfBox sample. Importantly these models derived from
simulation studies can be compared to specifically isolated samples in data and are found
to be in good agreement, as shown by figure 5.30b and discussed in section 5.3.3.

3Studies of mechanisms involving interactions with GTK stations were performed with independent
dedicated simulations.
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Figure 5.27: (a) Sample of upstream events from 2017 data with features highlighted in
expanded view on right. Results of simulations are shown in (b) and (c) before and after
selection cuts to reject beam background. Qualitative agreement between data and sim-
ulations demonstrates the primary mechanisms of upstream background are understood.
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Figure 5.28: CDA distributions for all events in bifurcation samples (a) and normalised
CDA distributions (b). Samples A and B, with good K+–π+ matching, must have CDA<
4 mm while B and D samples, with bad matching, generally have much larger CDA.
The normalised CDA show that sample C has a broader shape than D. This is expected
because of the geometric nature of the mechanism and the scattering in STRAW1 which
is required to move the projected π+ position outside the box cut region.
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Figure 5.29: CDA distributions obtained from analysis of simulations in bifurcation re-
gions A+C (OutOfBox) and B+D (InBox) with associated derived models. Distributions
are for events in signal regions 1 and 2.
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5.3.3 Implications of Upstream K+ Decay Simulation Studies
for the K+ → π+νν̄ Analysis

5.3.3.1 Procedure for Upstream Background Expectation for 2017 Data

The numerical prediction for the upstream background is given by

Nupstr = Nupstr
π+ (λ)Pmistag(λ) , (5.3.4)

where Nupstr
π+ is the number of events with a π+ reconstructed downstream with mo-

mentum in range 15–35 GeV/c originating at, or upstream of, GTK3 and Pmistag is the
probability that this π+ is matched to a GTK track. Both are dependent on beam char-
acteristics, instantaneous intensity, λ, momentum and beamline geometry. Additionally
Pmistag depends on time resolution and efficiency of detectors associated with K+–π+

matching. Mis-tagging occurs if a) a pileup GTK track is reconstructed and selected and
b) is matched to a π+ track downstream. The probability of the two components may be
expressed separately such that

Pmistag(λ) = P reco
pileup(λ)Pmatch

K+−π+(λ) . (5.3.5)

Pileup probability P reco
pileup(λ) depends on: if a beam track is in time, |∆t| < 0.6 ns (where

∆t is ∆tKK or ∆tKπ for events in the horizontal and vertical band respectively of fig-
ure 5.21); well-reconstructed in GTK; and survives GTK track quality requirements.
Meanwhile matching probability Pmatch

K+−π+ depends on detector time resolution (measure-
ment of ∆tKπ) and, crucially, on geometric matching effects influenced by the beamline
design and encoded in the CDA distribution, see figure 5.22. The number of events in
bifurcation sample C after the K+ → π+νν̄ selection is applied is given by

NC(λ) = Nupstr
π+ P reco

pileup(λ) , (5.3.6)

and both this and Pmatch
K+−π+(λ) can be measured in data allowing a data-driven background

estimate of Nupstr = NCP
match
K+−π+ , where intensity dependence is included in the measure-

ments of data.

The mistag probability is evaluated in twelve 100 ps wide ∆t regions covering the
−0.6 < ∆t < +0.6 ns range allowed by the signal selection and is shown in figure 5.30a.
The CDA distribution for events in bifurcation sample C from data is shown in figure 5.30b
alongside the model derived from simulations, as shown in figure 5.29. The model is vali-
dated using a data sample with GTK and CHANTI veto conditions removed, considering
timing side-bands 0.6 ns < |tKTAG − tGTK | < 3 ns and without CDA> 4 mm conditions
(equivalent to an OutOfBox sample). Agreement of the model and the data is achieved
within statistical uncertainties.

The final background expectation is given by

Nupstr
bg = fcor

12∑
i=1

N i
dataP

i
mistag , (5.3.7)
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(a) (b)

Figure 5.30: [125] Mistag probability (a) of reconstructing a pileup GTK track and match-
ing to a downstream π+ and CDA distributions (b) for upstream decays (in bifurcation
sample C) compared to K+ decays in the standard fiducial volume.

where N i
data is the number of data events selected in bifurcation sample C in bin i of

∆TKK , with corresponding mistag probabilities P i
mistag for each bin shown in figure 5.30a.

A correction factor fcor = 1.06 is applied to account for the fact that in bifurcation sample
C events with CDA ≤ 4 are not included. In total 16 data events are found in bifurcation
sample C for 2017 data [125].

5.3.3.2 Validation of Background Expectations

The procedure described in section 5.3.3.1 is carried out under seven modified conditions,
described below, for which a background prediction is provided and compared to the
number of observed events in a control sample of data. The modified conditions are
changes in the signal selection:

1. The box cut is replaced by requirement that the projected position of the π+ in
the collimator plane is |x| < 100 mm and |y| < 140 mm. This primarily isolates
snakes/type 1 upstream background events.

2. The box cut is replaced similarly with |x| < 100 mm and |y| > 140 mm. This
primarily isolates mambas/type 2 upstream background events.

3. Instead of the signal regions 1 and 2 the region m2
miss < −0.05 GeV2/c4 is used,

where no physical events are expected except from upstream (of any mechanism).

4. The box cut is replaced as in case 1 and GTK and CHANTI veto conditions are re-
moved. This sample includes beam-GTK interactions (primarily of upstream back-
ground mechanisms of type 3 and 4).

5. The box cut is replaced as in case 2 and GTK and CHANTI veto conditions are
removed. This isolates a sample involving beam-GTK interactions (including of
upstream background mechanisms of type 3, 4 and 5).

114



1 2 3 4 5 6 7
Sample

1

10

210

N
um

be
r 

of
 e

ve
nt

s Expectation
Data

Figure 22: Number of expected and observed events in the seven di↵erent upstream background
validation samples.

events. The corresponding expected number of SM K+ ! ⇡+⌫⌫̄ events is 0.13 ± 0.02. One
event is observed with a ⇡+ momentum of 38 GeV/c and m2

miss ' 0.03GeV2/c4, in agreement
with the expectation.

The expected backgrounds are summarized in Table 10.

8 Results

After unmasking the signal regions, two candidate events are found, as shown in Figure 23.
The second and third columns of Table 11 summarize the characteristics of these events.

Figure 24 shows the m2
miss distribution of the events with momentum between 15 and

35 GeV/c passing the PNN selection, compared with that expected from SM K+ ! ⇡+⌫⌫̄ de-
cays and from the various sources of background. In this plot the m2

miss distribution of the
K+ ! ⇡+⇡0, K+ ! µ+⌫ and K+ ! ⇡+⇡+⇡� decays come from the control samples selected
on minimum-bias data, and normalized to the number of events in the corresponding back-
ground regions (sections 7.1.1, 7.1.2 and 7.1.3). The distribution of the m2

miss of the upstream
background is extracted from an upstream-event-enriched data sample and is normalized to the
number of upstream background events expected in the signal regions. The distributions of the
other background sources are modelled using MC simulations and normalized to the expected
number of events in the signal regions.

The two candidate K+ ! ⇡+⌫⌫̄ events of this analysis complement the one found by NA62
in the same signal region from the analysis of the 2016 data [22]. The characteristics of the 2016
candidate are displayed in the fourth column of Table 11. Table 12 summarizes the numerical
results obtained in the K+ ! ⇡+⌫⌫̄ analysis of the 2017 and 2016 independent data samples.

The statistical interpretation of the result is obtained from an event counting approach
in the full range of the signal region. The level of the expected background does not allow
a claim of signal observation nor a claim of inconsistency with the presence of SM K+ !
⇡+⌫⌫̄ decays. Therefore both an upper limit and a measurement of the branching ratio of the
K+ ! ⇡+⌫⌫̄ decay are presented.

A fully frequentist hypothesis test, with a profile likelihood ratio as test statistic, is used

46

Figure 5.31: [125] Comparison between data and expectation for upstream background in
the seven validation samples described in section 5.3.3.2.

6. The region m2
miss < −0.05 GeV2/c4 is used (as in case 3) with GTK and CHANTI

veto conditions removed.

7. GTK and CHANTI veto conditions are removed. This is a super-set of the upstream
background including events passing the full selection and those usually rejected by
GTK and CHANTI upstream background veto conditions.

Between these seven cases all upstream background mechanisms described in section 5.3.1
are investigated. The final case includes events in the standard signal region and therefore
was initially blinded. The expectation and observation in data for the six other cases were
found to agree within 1 standard deviation, case 7 was therefore unblinded and found to
similarly match, see figure 5.31.

5.3.3.3 Expected Upstream Background for 2017 Data

Based on the above procedure the expected number of upstream background events in
2017 data is

Nupstr = 0.89± 0.24stat ± 0.18syst , (5.3.8)

with statistical uncertainty from the number of data events in bifurcation sample C and
systematic uncertainty of 12% from modelling of the CDA distribution and derived from
the comparison between data and simulations. A further 20% systematic uncertainty is
assigned based on half the difference between expected and observed number of events
in validation sample 6 with similar statistical sensitivity to the upstream sample in 2017
data. This accounts for the assumption that all types of upstream background have similar
CDA distributions, implicitly made by using a CDA model derived from upstream decays
simulations only and somewhat validated by quality of the match of this model to events
in data bifurcation sample C which can include all five types of upstream background
events.
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5.4 Summary of Other Backgrounds

The dominant background for the study of K+ → π+νν̄ is the upstream background
discussed in section 5.3 while the K+ → π+π+π− background is shown in section 5.2 to
be small and effectively negligible. In the following backgrounds from other K+ decays
in the standard decay volume are discussed.

5.4.1 K+ → π+π0 and K+ → µ+νµ Backgrounds

Both the K+ → π+π0 and K+ → µ+νµ decays can enter the signal region through non-
Gaussian kinematic misreconstruction tails (as with K+ → π+π+π−, see section 5.2).
However, additionally for K+ → π+π0 inefficiency in π0 rejection is required and for
K+ → µ+νµ the µ+ must be misidentified as a π+. The method for estimation of the
background is therefore similar and is data-driven with expected number of background
events in the signal regions N exp

decay given by

N exp
decay = Ndecayfkin , (5.4.1)

with Ndecay being the number of a particular decay selected by the signal selection in
the corresponding background m2

miss versus momentum region (see figure 5.2) and fkin
is the kinematic tail fraction defined as in section 5.2.1. This procedure assumes fkin
represents the probability of Ndecay events entering the signal region while the two terms
are uncorrelated and with the sample of Ndecay events only being due to the decay of
interest. The extended momentum range of 15–40 GeV/c is used for background studies
while only range 15–35 GeV/c is used for the signal, giving additional control regions.
The measurement of fkin is based on control samples of control (minimum bias) trigger
events with the K+–π+ vertex at 115 < zvtx < 165 m.

The full K+ → π+[γγ]π0 decay chain is reconstructed using detection of both pho-
tons in the LKr, allowing isolation of an almost background-free control sample, shown
by figure 5.32a, from which fkin is determined and background predictions are derived as
shown in figure 5.32b. Additional details are given in appendix D. Radiative K+ → π+π0γ
decays are found to enter signal region 2 but are rejected by a factor 30 greater than
K+ → π+[γγ]π0 decays due to photon vetos. The combined total background estimate
for both signal regions is

N exp,16
ππ = 0.064± 0.007stat ± 0.006syst , (5.4.2)

N exp,17
ππ = 0.29± 0.03stat ± 0.03syst , (5.4.3)

in the 2016 and 2017 data samples respectively.

For K+ → µ+νµ decays a control sample is similarly isolated but with positive µ+

identification from calorimetric PID and without box cut and kinematic requirements on
m2
miss. The control sample is shown in figure 5.33a, fkin is measured and the background

predictions shown in figure 5.33b. Additional details are given in appendix D. Radiative
decays K+ → µ+νµγ are again considered and included in the prediction. Additionally,
the decay chain K+ → [e+νeν̄µ]µ+νµ with µ+ → e+νeν̄µ decays in flight is considered and
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Figure 14: Top left: reconstructed m2
miss distribution of the K+ ! ⇡+⇡0 control data events

selected by tagging the ⇡0 (full symbols, see text for details) integrated over the 15� 35GeV/c
momentum range. Simulated samples of K+ ! ⇡+⇡0 decays and backgrounds (normalized
to the data in the K+ ! ⇡+⇡0 region) are superimposed. Signal regions 1 and 2 are shown.
The K+ ! ⇡+⇡0 region, defined by the condition 0.015 < m2

miss < 0.021GeV2/c4, and the
control regions, comprised between the signal and K+ ! ⇡+⇡0 regions, are not shown. Top
right: same as top-left, but the simulated K+ ! ⇡+⇡0 sample is selected without applying
the ⇡0 tagging; simulated backgrounds are not shown. Bottom left : the probability fkin,
defined in the text, measured using the K+ ! ⇡+⇡0 control sample in bins of ⇡+ momentum,
separately for signal region 1 and 2 and combined, with the statistical uncertainties. Bottom
right: expected and observed numbers of background events in the K+ ! ⇡+⇡0(�) decay
control regions in ⇡+ momentum bins. The errors are statistical for the observed numbers of
events, and dominated by systematics for the expected numbers of events.
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Figure 5.32: [125] m2
miss distribution for K+ → π+π0 control sample used to study the

non-Gaussuan tails entering the signal regions (a) and resulting background predictions
(b) for 2017 data.

simulations show it contributes to signal region 1 only, with a predicted 0.04±0.02 events
in 2017 data and a negligible amount in 2016 data. The total number of K+ → µ+νµ(γ)
decays is therefore predicted, for the 2016 and 2017 data samples respectively, to be

N exp,16
µν = 0.020± 0.003syst ± 0.006syst , (5.4.4)

N exp,17
µν = 0.15± 0.02exp ± 0.04syst . (5.4.5)

The background expectations are validated by prediction of number of events in the
control regions and comparison to the number of observed events, which are found to be
compatible in all cases [124] [125].

5.4.2 K+ → π+π−e+νe Background

The background from K+ → π+π−e+νe decays enters signal region 2 only (see figure 5.1)
when two charged particles are not detected due to multiplicity rejection inefficiencies
which depend on the kinematics of the charged particles. Estimation of the background
is based on studies of simulations and uses the same normalisation procedure as for the
calculation of the single event sensitivity, giving

N exp,16
Ke4 = 0.013+0.017

−0.012|stat ± 0.009syst , (5.4.6)

N exp,17
Ke4 = 0.12± 0.05stat ± 0.06syst , (5.4.7)

for the 2016 and 2017 data-sets respectively. The systematic uncertainty is derived from
the level of agreement between data and simulations in four control samples with modified
selections which are more likely to contain K+ → π+π−e+νe events [125].
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Figure 15: Top left: distributions of the PNN-triggered events in the (⇡+ momentum, m2
miss)

plane after the PNN selection in the µ⌫ (red contour) and control m2
miss (blue contour) re-

gions. The control region is used only for validation of the background estimation. Top right:
reconstructed m2

miss distribution of the K+ ! µ+⌫(�) control data events (full symbols, see
text for details) integrated over the 15–35 GeV/c momentum range. The distribution of sim-
ulated K+ ! µ+⌫(�) decays is superimposed. Signal regions 1 and 2 are shown. Bottom
left: the probability fkin measured using the K+ ! µ+⌫(�) control sample in bins of recon-
structed ⇡+ momentum, separately for signal region 1 and 2 and combined (black symbols), and
the corresponding statistical uncertainties. Bottom right: expected and observed numbers of
background events from K+ ! µ+⌫(�) decays in the µ⌫ control region in ⇡+ momentum bins.
The errors are statistically dominated.
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Figure 5.33: [125] m2
miss distribution for K+ → µ+νµ control sample used to study the

non-Gaussuan tails entering the signal regions (a) and resulting background predictions
(b) for 2017 data.

5.4.3 Other K+ Decays

The contributions from other K+ decays are small in comparison to the others discussed
in this section. The semileptonic decays K+ → π0µ+νµ and K+ → π0e+νe are found
to be effectively negligible, contributing less than 0.001 events in 2017 data [125]. The
K+ → π+γγ decay has the same final state as the K+ → π+[γγ]π0 decay chain, but has
a branching ratio 5 orders of magnitude smaller (see table 2.2) and has decay kinematics
which preferentially produce higher energy photons and larger m2

miss. The background
from the K+ → π+γγ decay is suppressed by factors of 10−1 and 10−7 by kinematic and
photon veto conditions respectively [125] and is estimated with simulations to be

N exp,16
πγγ < 0.002 , (5.4.8)

N exp,17
πγγ = 0.005± 0.005 , (5.4.9)

for the 2016 and 2017 data samples respectively.

5.5 Bifurcation Method Cross-Check of K+ → π+π0

and K+ → µ+νµ Background Predictions For 2016

Data Analysis

For the 2016 analysis an a posteriori cross-check of the K+ → π+π0 and K+ → µ+νµ
background estimates was performed using a bifurcation strategy. Where the procedure
could be performed, in signal region 1, the results found were consistent with those derived
following the standard procedure described in section 5.4.1.
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Figure 5.34: Definition of bifurcation regions for K+ → π+π0 background estimation (a)
and observed number of events in each sample in 2016 data (b).

5.5.1 Bifurcation Background Prediction for K+ → π+π0 Decays

The bifurcation samples were defined in this case by the two orthogonal (independent)
requirements of

1. Signal region definition (in terms of m2
miss, see figure 5.1).

• The standard signal region 1 (R1): 0 < m2
miss < 0.01 GeV2/c4.

• Control region 1 (CR1): 0.01 < m2
miss < 0.015 GeV2/c4.

• π+π0 region (π+π0R) 0.015 < m2
miss < 0.021 GeV2/c4.

• Control region 2 (CR2): 0.021 < m2
miss < 0.026 GeV2/c4.

• Signal region 2 (R2): 0.026 < m2
miss < 0.068 GeV2/c4.

2. Photon veto rejection conditions

• Detection of ≤ 2 photons in LAVs.

• Detection of photon(s) in LKr.

• Photon detection in LKr via auxiliary reconstruction.

• multiplicity rejection.

5.5.1.1 Signal Region 1

The standard bifurcation grid, along with the number of events selected in each sample
is shown in figure 5.34.
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Figure 5.35: Definition of extended bifurcation grid for K+ → π+π0 background estima-
tion (a) and observed number of events in each sample in 2016 data (b).

An alternative study can be performed using the further independent m2
miss region

CR1, and defining a more abstract ‘extended bifurcation grid’ as displayed in figure 5.35.
By performing the standard bifurcation estimate of nA = nBnC

nD
with different choices of

A,B,C,D three results are obtained:

• Case α : estimation of N exp
ππ (R1) using π+π0R as bifurcated region. This is the

standard case with: N exp
ππ,BIF (R1|π+π0R) = 0.0279± 0.046stat .

• Case β : estimation of the number of events in CR1 using π+π0R as bifurcated
region: N exp

ππ,BIF (CR1|π+π0R) = 0.562± 0.086stat .

• Case γ : estimation ofNππ(R1) using CR1 as bifurcated region: N exp
ππ,BIF (R1|CR1)′ =

0.050± 0.050stat .

The statistical uncertainty arises from the Poisson uncertainties on the number of events
in bifurcation samples used in each case. The results of case α and γ are consistent, albeit
with much larger uncertainty for the latter case due to the small number of events in
CR1. Case β allows a check of the background prediction in the control region which is
unblinded separately and validated before the signal region is unblinded. This is therefore
essential in principle if this procedure was applied before unblinding and acts as a further
cross-check in this a posteriori analysis.

A set of additional cross-checks were performed by further fragmenting into an ex-
tended bifurcation grid, breaking down the photon rejection cuts into five categories,
passing all four, any three, two, one or none of the conditions, or into 16 categories based
on exact combinations of which veto requirements are passed or failed. This allowed a
total of nine studies to be performed, with other cases not possible because zero events
were recorded in one of the four relevant bifurcation samples. Results for case α pre-
diction of number of events in R1 are shown in figure 5.36 and summarised in table 5.3.
Study 8 involves very low statistics and is therefore excluded from detailed considerations,
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Figure 5.36: Predicted number of K+ → π+π0 events in signal region 1 determined by
eight bifurcation studies (1-9) of case α (see text) and compared to the result using the
standard procedure from section 5.4.1.

although is still consistent with all other predictions to within 1.1 standard deviations.
Corresponding results for case β and γ are shown in figures 5.37a and 5.37b respectively
and are included in table 5.3. Based on the variation of the studies a systematic uncer-
tainty is assigned as the mean deviation from the initial ‘standard case’ prediction giving
result

N exp,16
ππ,BIF (R1) = 0.0279± 0.046stat ± 0.0056syst , (5.5.1)

for R1 with results for all cases (α, β and γ) given in final row of table 5.3 and compared
to results from the standard procedure (section 5.4.1) and observed number of events.

Table 5.3: Number of predicted events of K+ → π+π0 in signal region 1 and control region
1 in 2016 data [124] using the bifurcation method, with comparison to result from standard
procedure (πνν̄ exp.) and observed number of events. Uncertainties are statistical unless
explicitly indicated.

Study # α : N exp
ππ (R1|π+π0R) β : N exp

ππ (CR1|π+π0R) γ : N exp
ππ (R1|CR1)

Observed 1 0 1
πνν̄ exp. 0.022± 0.004stat ± 0.002syst 0.52± 0.08stat ± 0.03syst -

1 0.0279± 0.046 0.562± 0.086 0.050± 0.050
2 0.0221± 0.0042 0.539± 0.082 0.057± 0.041
3 0.0236± 0.0056 0.574± 0.088 0.057± 0.057
4 0.0238± 0.0066 0.591± 0.094 0.40± 0.041
5 0.0222± 0.042 0.539± 0.087 0.057± 0.058
6 0.0320± 0.060 0.559± 0.087 0.057± 0.058
7 0.0327± 0.0062 0.584± 0.090 0.056± 0.056
8 0.131± 0.095 1.05± 0.031 0.13± 0.16
9 0.0238± 0.0065 0.592± 0.094 0.040± 0.041

BIF 0.0279± 0.046stat ± 0.056syst 0.562± 0.086stat ± 0.020syst 0.050± 0.050stat ± 0.009syst
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Figure 5.37: Predicted number of K+ → π+π0 events in control region 1 (a) and signal
region 1 (b) determined by eight bifurcation studies (1-9) of case β and γ respectively
(see text) and compared to the result using the standard procedure from section 5.4.1.

5.5.1.2 Validation Tests

To validate the results consistency checks were performed, based on a procedure of relaxing
the bifurcation cuts to define a new set of samples, A′, B′, C ′ and D′ and an associated
background prediction region given by A′ − A, see figure 5.38. The predicted number
of events in this region can be compared to the observed number. Since this does not
require consideration of signal region A itself this procedure could in principle be done
before final unblinding and therefore represents a reasonable validation test.

For the K+ → π+π0 background in R1 four validation tests were possible with
the statistics available and results are presented in figure 5.39. The consistency between
predicted and observed results for this A′ − A region provides additional evidence to
validate the bifurcation background estimate procedure.

5.5.1.3 Signal Region 2

The radiative tail (from K+ → π+π0γ decays), as discussed in section 5.4.1, extends into
signal region 2 and will disproportionately enter the bifurcated samples with loosened or
inverted photon veto requirements. This means that following the same approach as for
signal region 1 fails due to the bias of the bifurcated sample with contamination from
radiative decays. If the procedure is attempted for signal region 2 it becomes clear that
inconsistent results are obtained, shown by figure 5.40a, and the key highest-statistic
validation test is also failed, see figure 5.40b.

5.5.2 Bifurcation Background Prediction for K+ → µ+νµ Decays

For the study of K+ → µ+νµ decays the first selection requirement to define the bifurca-
tion samples is the same (although there are different regions of interest) while the second
becomes PID conditions.
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Figure 5.39: Results of bifurction background prediction validation study for the number
of K+ → π+π0 in signal region 1. The number of expected and observed events in control
region A′ − A is compared for four validation studies.
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Figure 5.40: Bifurcation background predictions for the number of K+ → π+π0 events
in signal region 2 from 10 studies (of case α) compared to the standard procedure from
section 5.4.1 (a) and corresponding validation studies (b). Large variations seen in (a)
and inconsistency in (b) of critical test 2 demonstrate the procedure does not produce
valid predictions in this case.

1. Signal region definition (in terms of m2
miss versus momentum, see figure 5.1).

• Signal region 1 (R1): 0 < m2
miss < 0.01 GeV2/c4 for 15–35 GeV/c2.

• Control region (CR): upper boundary at the border of CR1 with lower bound-
ary curved as a function of momentum to match and exclude almost all of the
expected distribution of K+ → µ+νµ, see figure 5.2.

• µν Region (µνR): Curved region as a function of momentum following ex-
pected distribution of K+ → µ+νµ with m2

miss calculated under the pion mass
hypothesis, see figure 5.2.

• Signal region 2 (R2): 0.026 < m2
miss < 0.068 GeV2/c4 for 15–35 GeV/c2.

2. Particle identification conditions.

• Rejection of MIPs.

• Multivariate calorimetric discriminant probability of muon PML(µ) < 0.01.

• Equivalent probability of pion PML(π) > 0.96.

• Set of requirements using LKr shower shape.

• E/p ratio requirement based on total energy deposition in calorimeters.

• E/p ratio requirement based on total energy deposited in MUV1 and MUV2.

The study is more challenging in this case because of a lower number of events in the
bifurcated samples in general. However, as before, a bifurcation grid can be defined and
similar cases α, β and γ defined for calculation of the number of events in R1 from µνR,
CR from µνR and R1 from CR respectively, see figure 5.41.

For signal region 1 six studies are possible, however again one (study 5) is ex-
cluded because of bias from low statistics, with results shown in table 5.4 and figures 5.42
and 5.43. Validation studies are difficult due to limited statistics. In the two tests that
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Figure 5.41: Definition of extended bifurcation grid for K+ → µ+νµ background estima-
tion (a) and observed number of events in each sample in 2016 data (b).

could be performed by loosening calorimetric probability requirements the expected and
observed number of events in the A′ − A regions are:

Validation test 1: nexp = 2.03± 0.32 nobs = 5 , (5.5.2)

Validation test 2: nexp = 4.38± 0.67 nobs = 5 . (5.5.3)

In general the results for bifurcation background prediction for K+ → µ+νµ decays ap-
pears consistent with the standard procedure (see section 5.4.1) but, with limited statistics
and therefore limited validation, is less favourable as an alternative strategy than the case
of K+ → π+π0.

Table 5.4: Number of predicted events of K+ → µ+νµ in signal region 1 and control region
for 2016 data [124] using the bifurcation method, with comparison to result from standard
procedure (πνν̄ exp.) and observed number of events. Uncertainties are statistical unless
explicitly indicated.

Study # α : N exp
ππ (R1|π+π0R) β : N exp

ππ (CR1|π+π0R) γ : N exp
ππ (R1|CR1)

Observed 0 2 0
πνν̄ exp. 0.036± 0.003stat ± 0.006syst 1.02± 0.16stat -

1 0.036± 0.014 0.98± 0.16 0.074± 0.059
2 0.028± 0.017 0.74± 0.14 0.076± 0.070
3 0.046± 0.021 1.18± 0.20 0.077± 0.065
4 0.019± 0.014 0.73± 0.14 0.053± 0.053
5 0.49± 0.50 1.47± 0.89 0.67± 0.90
6 0.088± 0.041 1.49± 0.27 0.12± 0.10

BIF 0.036± 0.014stat ± 0.022syst 0.98± 0.16stat ± 0.30syst 0.074± 0.059stat ± 0.018syst

For signal region 2 it is again found that the bifurcated samples for K+ → µ+νµ
decays are contaminated, potentially also by radiative or upstream decays. The procedure
therefore similarly fails to produce consistent results, which are therefore not reported.
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Figure 5.42: Predicted number of K+ → µ+νµ events in signal region 1 determined by
six bifurcation studies (1-6) of case α (see text) and compared to the result using the
standard procedure from section 5.4.1.
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Figure 5.43: Predicted number of K+ → µ+νµ events in µν control region (a) and signal
region 1 (b) determined by six bifurcation studies (1-6) of case β and γ respectively (see
text) and compared to the result using the standard procedure from section 5.4.1.
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5.6 Results for Analysis of 2016 & 2017 Data

The results of background estimations, discussed in the preceding sections, are summarised
in table 5.5 along with the number of expected standard model K+ → π+νν̄ events
based on the single event sensitivity from equations 5.1.4 and 5.1.5. Three candidate
K+ → π+νν̄ events were found in signal region 2 with one in 2016 and two in 2017 data.
For analysis of 2016 data a statistical treatment based on a hybrid Bayesian-frequentist
approach [239] and the CLS method [240], interpreting the analysis as a counting experiment
with 0.267 and 0.152 ± 0.090 expected signal and background events respectively, gives
an observed upper limit on the branching ratio of [124]

B(K+ → π+νν̄)16,NA62 < 11× 10−10 @ 90%CL . (5.6.1)

For the combined 2016 and 2017 data-set a fully frequentist hypothesis test with profile
likelihood ratio test statistic [241] was performed with upper limit obtained using the CLS

method of [125]

B(K+ → π+νν̄)16+17,NA62 < 1.78× 10−10 @ 90%CL . (5.6.2)

Using the Grossman-Nir relationship of equation 2.3.23 an indirect upper limit on the
neutral decay counterpart is established of [125]

B(K0
L → π0νν̄)16+17,NA62 < 7.8× 10−10 @ 90%CL , (5.6.3)

improving the current direct limit obtained by the KOTO experiment [88], as shown by
figure 2.18.

Table 5.5: Number of predicted events of background and SM K+ → π+νν̄ signal events
in 2016 [124] and 2017 [125] data.

Decay Expected Events 2016 Expected Events 2017
SM K+ → π+νν̄ 0.267± 0.001stat ± 0.020syst ± 0.032ext 2.16± 0.13syst ± 0.26ext
K+ → π+π0(γ) 0.064± 0.007stat ± 0.006syst 0.29± 0.03stat ± 0.26syst
K+ → µ+νµ 0.020± 0.003stat ± 0.006syst 0.15± 0.02stat ± 0.04syst
K+ → π+π+π− 0.002± 0.001stat ± 0.002syst 0.008± 0.008syst
K+ → π+π−e+νe 0.013+0.017

−0.012|stat ± 0.009syst 0.12± 0.05stat ± 0.06syst
K+ → π+γγ < 0.002 0.005± 0.005syst
K+ → π0`+ν` (` = µ or e) < 0.001 < 0.001
Upstream Background 0.050+0.090

−0.030|stat 0.89± 0.24stat ± 0.18syst
Total Background 0.152+0.092

−0.033|stat ± 0.013syst 1.46± 0.25stat ± 0.20syst

5.7 Full NA62 Run 1 Results and Future Prospects

at CERN

5.7.1 Results of Analysis of 2018 Data and Full Run 1 Results

During the 216 days of data-taking in 2018 NA62 operated at higher instantaneous in-
tensity, approximately 10% higher than in 2017 on average. In addition in June 2018
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the final collimator was replaced with a larger fixed collimator (TCX) which significantly
suppresses upstream background [201], removing the mamba mechanism discussed in sec-
tion 5.3.1. As a result for data after the installation of the TCX the ‘box cut’ applied to
reject upstream background could be significantly relaxed leading to an increase in accep-
tance. In addition updated PID and upstream background rejection, based on machine
learning boosted decision tree classifiers, were applied in the selection. It was found that
the momentum range for signal region 2 could be expanded, to the range 15–45 GeV/c,
with sensitivity to the K+ → π+νν̄ signal with reasonable signal/background ratio. The
analysis was then formally split into seven categories, the 2018 sample before the TCX
installation (both signal regions in full momentum ranges), and in six momentum bins of
5 GeV/c width after the TCX installation (combining both signal regions for momenta
15–35 GeV/c and just signal region 2 for 35–45 GeV/c). Some selection criteria, includ-
ing the RSTRAW1 versus zvtx cut discussed in appendix C.2, were optimised in specific
categories to maximise signal acceptance and background rejection.

These analysis developments lead to a significant improvement in acceptance, espe-
cially for the analysis after the TCX installation, and with the increased data sample size
the single event sensitivity achieved is

B18
SES = (1.11± 0.07syst)× 10−11 , (5.7.1)

an improvement by a factor 3.5 over the 2017 analysis. The signal/background ratio is
maintained at the same relative level as for the 2017 analysis leading to a total expected
number of SM signal and background events of

N exp,18
πνν,SM = 7.58± 0.40syst ± 0.75ext , (5.7.2)

N18
bg = 5.28+0.99

−0.74 . (5.7.3)

Procedures for background expectations were updated and further control regions added.
In all control regions expectations were found to satisfactorily match the observations,
see figure 5.44, and therefore the signal regions were unblinded. In total 17 events were
observed, four and thirteen events in signal regions 1 and 2 respectively, as shown by
figure 5.45 [89].

Statistical combination, of the seven categories in 2018 data results with those from
2017 and 2016 as two more categories, leads to a preliminary NA62 Run 1 measurement
of [89]

B(K+ → π+νν̄) = (11.0+4.0
−3.5|stat ± 0.3syst)× 10−11 . (5.7.4)

This corresponds to evidence for observation of the K+ → π+νν̄ decay, excluding the
background-only hypothesis with a 3.5σ significance.

Based on this measurement the Grossman-Nir bound, see equation 2.3.23, predicts
a constraint on the KL → π0νν̄ decay of

B(K0
L → π0νν̄)exp,NA62GNl < 7.6× 10−10 @90%CL , (5.7.5)

which is consistent with the SM prediction given in equation 2.3.17. This constraint is two
orders of magnitude less than the present direct limit on the branching ratio [88]. These
updated results are shown in figure 5.46.
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NA62 Preliminary

Figure 5.44: [89]Preliminary squared missing mass versus momentum distribution showing
expected and observed number of events in control regions which are in good agreement.

NA62 Preliminary

Figure 5.45: [89]Preliminary squared missing mass versus momentum results plot for the
analysis of the 2018 data-set showing the 17 observed events.
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Figure 5.46: Preliminary updated landscape of constraints on the branching ratios of
K+ → π+νν̄ and KL → π0νν̄ with comparison to the SM predictions.

5.7.2 Future Prospects

The NA62 experiment will resume data-taking in 2021 at higher intensity and with new
veto detectors (see section 3.2.13) to further reduce the upstream background, the domi-
nant background component in the Run 1 analyses. With the significant new data sample
to come in Run 2, and additional analysis developments under investigation, the experi-
ment is on track for discovery of the K+ → π+νν̄ decay at 5σ significance and proceeding
to a branching ratio measurement with approximately 10% precision.

Looking further ahead, beyond 2024, investigations are underway considering the
possibility for higher precision branching ratio measurements using an upgraded experi-
mental apparatus and intensity approximately four times higher than expected in 2021.
Such precision would go beyond that currently achieved with theoretical calculations and
could lead to clear evidence for new physics effects.

A complementary advanced design study is ongoing for the proposed KLEVER
experiment [242] which would run in the same experimental hall at CERN as NA62, with
a new detector (based on a similar layout) for the study of KL → π0νν̄ decays. This
challenging measurement would require significant beam intensity increase and detector
development but could lead to a measurement of B(KL → π0νν̄) at∼ 20% precision [242].
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Chapter 6

Search for a Feebly Interacting
Particle X in the Decay K+→ π+X

6.1 Analysis Outline

In section 2.4 the search for the production of a feebly interacting long lived particle X
in the decay K+ → π+X was motivated. The experimental signature for K+ → π+X
is the same as for K+ → π+νν̄ except the two-body decay is expected to peak in the
m2
miss variable. An experimental search has been performed through interpretation of

the NA62 K+ → π+νν̄ analysis of 2017 data (referred to hereafter in this chapter as the
‘πνν̄2017 analysis’). No modifications were made to the selection or signal regions. While
in principle a dedicated analysis would be able to achieve improved results, this direct
interpretation analysis was possible exploiting the studies for the πνν̄2017 analysis with
small additions, following the analysis procedure described below.

1. The signal (K+ → π+X) selection is identical to the K+ → π+νν̄ signal selection.

2. A scan is performed, evaluating a range of X mass hypotheses by testing for the
presence of a peaking signal in a ‘search window’ around each mass hypothesis with
a width determined by the resolution of the observable.

3. Simulations of K+ → π+X decays are analysed, providing measurements of the
resolution of the observable, signal selection acceptance and single event sensitivity
for each mass hypothesis.

4. The background expectation is established for each search window. This includes
all sources of background from the πνν̄2017 analysis, see chapter 5, with the addi-
tion of the K+ → π+νν̄ decay itself which becomes the dominant background by
construction.

5. The number of events observed in each search window is determined after applying
the full πνν̄2017 selection.
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Figure 6.1: Schematic illustration of the definition of mass scan windows for the K+ →
π+X search showing the relationship between the observable M2

miss and the parameter of
interest MX .

6. Expected and observed upper limits are then set on B(K+ → π+X) at 90% confi-
dence level for each mass hypothesis using the CLS procedure with a log likelihood
ratio test statistic [13] [240] [243] [244]. This requires the information gathered above:
the total expected background and associated uncertainty Nb ± σb, the observed
number of events n and the single event sensitivity.

6.2 Analysis Strategy

6.2.1 Mass Scan Procedure

The observable for the analysis is the squared missing mass, as defined by equation 5.1.1.
This observable is defined exactly at m2

miss = 0 GeV2/c4, relevant to the theoretically
interesting case of MX = 0 MeV/c2, and for negative values1 and can be reconstructed
experimentally.

While the observable is m2
miss the goal of the study is to search for production of X

with a set of mass hypotheses. The parameter of interest is therefore the X mass, MX .
For a given mass hypothesis M i

X the corresponding value of the observable is m2
miss|i =

(MX)2, this defines the centre of the search window. The width of the search window is
chosen to be four times the resolution on the m2

miss observable, σ(m2
miss), giving range

|m2
miss − (M i

X)2| < 2σ ((M i
X)2) , as shown by figure 6.1. Therefore, to define the width of

the windows the observable resolution σ(m2
miss) must be determined, see section 6.3.1.

6.2.2 Simulation Strategy

Simulations were performed of K+ → π+X decays with stable X for a range of masses 0–
277.2 MeV/c with a mass step of 1.4 MeV/c2. This covers the full range of sensitivity with
a step size which, in the corresponding observable, is always smaller than the resolution

1Note the convention that squared missing mass is measured in units of GeV2/c4 while the X mass is
measured in MeV/c2.
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The generated X mass values are taken to be equal to the X mass hypotheses to be
tested M i

X and this sets the the window centre in the observable m2
miss|i = (M i

X)
2

and

the window width
∣∣∣m2

miss − (M i
X)

2
∣∣∣ < 2σ

(
(M i

X)
2
)

using the measured resolution at the

window centre σ
(

(M i
X)

2
)

.

of the observable (see section 6.3.1). The generated M i
X values can be taken as the

mass hypotheses for the mass scan and therefore the window centres and widths in the
squared missing mass observable are set according to the prescription in section 6.2.1 and
illustrated in figure 6.2.

6.2.3 Determination of Signal Acceptance and Single Event Sen-
sitivity

Using the simulation strategy described in section 6.2.2 there is a sample of simulated
events for each mass hypothesis M i

X for which the signal acceptance can be determined
according to

A(M i
X) =

NMC(M i
X , PnnFV,PnnSel, In Window i)

NMC(M i
X , PnnFV)

=
NMC(M i

X , PnnFV,PnnSel)

NMC(M i
X , PnnFV)

fi ,

(6.2.1)
where the denominator is the number of simulated events for mass hypothesis M i

X with
the K+ → π+X decay happening in the πνν̄2017 analysis decay volume 105 < z < 165 m.
The numerator is the number of these events which pass the πνν̄2017 selection and have
reconstructed squared missing mass inside the ith search window:∣∣∣m2

miss|reco −
(
M i

X

)2
∣∣∣ < 2σ

((
M i

X

)2
)
. (6.2.2)

The fraction of selected events contained within this search window can also be expressed
by factor

fi =

{
NMC(M i

X ,PnnFV,PnnSel, In window i)

NMC(M i
X ,PnnFV,PnnSel)

PnnSel

0 !PnnSel (event does not pass πνν̄2017 selection) .

(6.2.3)
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The choice of a window four times the resolution wide (±2σ) means 95% of events with
true squared missing mass equal to the window centre, m2

miss|true = (M i
X)2, will have

reconstructed squared missing mass inside the window. Therefore in general fi ≈ 0.95.
Events must have m2

miss|reco within the signal regions to pass the full πνν̄2017 selection,
therefore search windows overlapping with the boundaries of the signal regions will have
lower values of f . The value of f falls away, passing through 0.5×0.95 at the signal region
boundary and reaching zero when a search window no longer overlaps with either signal
region. For completeness it is noted that both terms in equation 6.2.2 tend to zero since
to enter the numerator in the first term an event must pass the πνν̄2017 selection.

The single event sensitivity, BSES(K+ → π+X), can then be defined with respect
to the determination used for the πνν̄2017 analysis (see section 5.1.4) through a ratio of
acceptances for each search window

BSES(πX,M i
X) = BSES(πνν̄, R1 +R2)

A(πνν̄, R1 +R2)

A(πX,M i
X)

, (6.2.4)

From the πνν̄17 analysis results: BSES(πνν̄, R1 + R2) = (3.89 ± 0.21) × 10−11 and
A(πνν̄, R1 +R2) = 0.030± 0.004 [125]. The BSES for the πνν̄ analysis is defined based on
ratios relative to the normalisation K+ → π+π0 decay, as

BSES(πνν̄, R1 +R2) =
A(π+π0)

A(πνν̄, R1 +R2)

B(K+ → π+π0)

Nπ+π0

εRV
D

εCTRLππ

εPNNπνν

, (6.2.5)

(see section 5.1.4) and therefore the SES for the K+ → π+X search is linked directly to
this normalisation according to

BSES(πX,M i
X) =

B(K+ → π+π0)

Nπ+π0

A(π+π0)

A(πX,M i
X)

εRV
D

εCTRLππ

εPNNπνν

. (6.2.6)

The πνν̄2017 analysis is performed in 4 bins of momentum and 5 bins of intensity. Since this
result is an interpretation of the same dataset the intensity dependence is the same and
will cancel in the ratio (equation 6.2.4) but the momentum spectra of the K+ → π+νν̄ and
K+ → π+X decays are different (and the K+ → π+X spectrum will change with X mass)
and therefore this must be accounted for when calculating BSES(πX), see section 6.3.5.

6.2.4 Treatment of Unstable X

The treatment above assumes X is stable, meaning its lifetime τx =∞, (or X decays to
‘invisible’ undetectable particles such as Dark Matter) however in principle X may have
a finite lifetime and decay to visible SM particles before the end of the NA62 detector
apparatus. K+ decays are required to occur between 105 and 165 m, if X subsequently
decays before MUV3 (zMUV 3 = 246.8 m) then it is assumed the decay products would be
detected and the event vetoed. The inefficiency for MUV3 detection of single muons is
measured to be 0.15% and for an event with a X → µ+µ− decay the average inefficiency
would be smaller than per-mille. Therefore in the case of muon decays this assumption
is well-motivated. For decays to other light SM particles (e±, π±, π0, γ) in general the
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sensitive photon rejection or calorimetric systems will still detect decay products, however
the efficiency depends somewhat on location of the X decay.

Using the above assumption, acceptance and BSES(πX) results can be derived for
X with finite lifetime τX by weighting each simulated event (entering the numerator of
the acceptance, equation 6.2.1) by the probability X does not decay before the MUV3,

P (X survives) = e
−
(
zMUV 3−zMCTrue

Xprod
βγcτ

)
= e

−
(
zMUV 3−zMCTrue

Xprod
pX
MX

cτ

)
. (6.2.7)

This approach follows that adopted for the E787/E949 experimental results [113]

and, despite very different experimental set-ups (stopped K+ decay at E787/E949 [245]

versus highly boosted K+ decay in flight at NA62 [200]), it is found that the lifetimes both
experiments are sensitive to is similar. This is due to a similar ratio of Lorentz factor
to decay length for a potential X particle. Seven X lifetimes are investigated explicitly:
τ =∞, 5, 2, 1, 0.5, 0.2, 0.1 ns, with greatest sensitivity for larger τ .

6.3 Studies and Results

6.3.1 Squared Missing Mass Resolution

6.3.1.1 m2
miss Resolution Measurements

The m2
miss resolution can be measured directly using simulations by comparing the ‘truth’

generated value m2
miss|true to the reconstructed value m2

miss|reco. A two dimensional his-
togram of the difference ∆m2 = m2

miss|true −m2
miss|reco versus m2

miss|true is filled for sim-
ulated events, see figure 6.3a. For each m2

miss|true bin a projection onto the y (∆m) axis
is performed, see figure 6.3b. A Gaussian fit to this projection provides a model for
the distribution and its standard deviation is used as a measurement of the resolution
σ(m2

miss|true), with uncertainty taken to be equal to the fitting uncertainty. Plotting the
mean of the Gaussian fits, see figure 6.4, provides a test of calibration - showing how
closely the reconstructed value matches the ‘true’ generated value. The deviations ob-
served at the level of ≤ 0.02 × 10−3 demonstrates a good calibration. The resolution as
a function of m2

miss is shown in figure 6.5a and is modelled by a fourth order polynomial
function. The resolution on the m2

miss observable corresponding to mass hypothesis MX is
shown in figure 6.5b. This study was performed using simulations of K+ → π+νν̄ decays
for which a large continuous range of m2

miss can be studied with high statistics. Equivalent
studies for simulated K+ → π+X decays give consistent results at m2

miss|true = (M i
X)2

values.

6.3.2 m2
miss Resolution Differences Between Simulations and Data

Modelling inaccuracies in the simulations lead to differences between the m2
miss resolution

measured in data and simulations. Results of studies of the squared missing mass reso-
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with model shown in magenta and (b) the assumed mX . The signal regions are shaded
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lution in control samples selected for data and simulations for different decays, relevant
to different squared missing mass regions, are reported in table 6.1. A consistent picture
emerges in which the resolution in simulations is better than for the data with

Rres =
σ(m2

miss)Data
σ(m2

miss)Sim
= 1.04 . (6.3.1)

Uncertainties arising from fitting procedures mostly cancel in the ratio, however Rres is
sensitive to changes in calibration. Conservatively this factor is used to apply a correc-
tion to the acceptance accounting for the fact that the window widths are defined to be

±2σ(m2
miss)sim which is equivalent to

±2σ(m2
miss)Data
Rres

≈ ±1.923σ(m2
miss)Data.

Table 6.1: Ratio of measured squared missing mass resolution for 2017 minimum bias

data with respect to simulations, Rres =
σ(m2

miss)Data
σ(m2

miss)sim

Case Rres

K+ → e+νe at m2
νe = 0 GeV2/c4 1.049

K+ → µ+νµ at m2
νµ = 0 GeV2/c4 1.030

K+ → π+π0 at m2
π0 ≈ 0.018 1.046

K+ → π+π+π− (proxy for 0.085 < m2
miss < 0.1225 GeV2/c4) 1.032

6.3.3 Search Window Definitions

Using the procedure described in section 6.2.1, search windows are defined centred on
m2
miss|ireco = M i

X with width equal to four times the resolution at that point, accounting
for the correction from section 6.3.2. The search window definitions are illustrated in
figure 6.6.
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Figure 6.6: Graphic depiction of the window definitions in the m2
miss observable (a) and

versus the mass hypothesis mX (b). Each point (connected by a line) shows the centre of
the associated window and the lower and upper bars correspond to the lower and upper
bounds of the window. Blue shaded areas correspond to the signal regions.

6.3.4 Signal Acceptance and Single Event Sensitivity

The acceptance and single event sensitivity is determined for each mass hypothesis as
described in section 6.2.3 according to equation 6.2.1. The factor fi, the fraction of events
in window i, is shown in figure 6.7. The difference in measured squared missing mass
resolution between data and MC is accounted for in the analysis by applying a correction,
Cres to this factor

f ′i = fiC
i
res = fi

µ+ 2σ
Rres∫

µ− 2σ
Rres

1

σ
√

2π
e−

(y−µ)

2σ2 dy

µ+2σ∫
µ−2σ

1

σ
√

2π
e−

(y−µ)

2σ2 dy

, (6.3.2)

where µ = (M i
X)

2
and σ = σ

(
(M i

X)
2
)
Data

. It can be shown that all dependence on µ

and σ cancel and

Ci
res = Cres =

erf
( √

2
Rres

)
erf
(√

2
) = 0.9906 . (6.3.3)

The measured acceptance and corresponding single event sensitivity are shown in
figure 6.8 (and with statistical fluctuations smoothed out in figure 6.9) for the case of
stable or invisibly decaying X, and for a range of lifetimes in figure 6.10. The BSES
results displayed include the correction described in section 6.3.5.
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Figure 6.7: Corrected fraction of events contained in the ith window, f ′i (equation 6.3.2).
The fraction of events contained inside a 4σ wide (±2σ) window is expected to be 95% on
average but close to the hard cuts at the edges of signal regions 1 and 2 the fraction drops
reaching exactly 0 once no part of the window overlaps either signal region (equation
6.2.3). A further correction (amounting to a reduction by ∼ 1%, see equations 6.3.2 and
6.3.3) is applied to account for the difference in M2

miss resolution between data and MC.
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Figure 6.8: Signal acceptance (a) and single event sensitivity (b) for K+ → π+X decays
with stable X.
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Figure 6.9: Signal acceptance (a) and single event sensitivity (b) for K+ → π+X decays
with stable X, displayed as a smooth function.
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Figure 6.10: Signal acceptance (a) and single event sensitivity (b) for K+ → π+X decays
with X of lifetime τX , under the assumption described in section 6.2.4.
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6.3.5 Momentum Dependence BSES Correction

Differences in momentum spectra of K+ → π+νν̄ and K+ → π+X, which also change
with X mass, are accounted for by modifying equation 6.2.4 to become

BSES(πX,M i
X , p1 < pπ+ < p2)

= BSES(πνν̄, R1 +R2, p1 < pπ+ < p2)
A(πνν̄, R1 +R2, p1 < pπ+ < p2)

A(πX,M i
X , p1 < pπ+ < p2)

, (6.3.4)

where four momentum bins are considered of width 5 GeV/c starting at p1 = 15, 20, 25, 30
GeV/c. The results from the πνν̄2017 analysis needed for calculations are given in table
6.2. Figure 6.11 displays the acceptance and BSES for each mass hypothesis for each
momentum bin individually, a result using simple integration over the full range 15–
35 GeV/c and equation 6.2.4 (labelled int.) and the result combining the results and
accounting for momentum dependence according to equation 6.3.4 (labelled combi.). The
acceptance adds directly

A(πνν̄, R1 +R2, 15 < pπ+ < 35) = A1 + A2 + A3 + A4 , (6.3.5)

where Ai is the acceptance for momentum bin i, so there is no difference between the
combined and integrated cases. However the combined BSES is calculated according to

BSES(πνν̄, R1 +R2, 15 < pπ+ < 35) =
1

1
B1
SES

+ 1
B2
SES

+ 1
B3
SES

+ 1
B4
SES

, (6.3.6)

with uncertainty

σs = B2
SES

√
σ2

1

(B1
SES)4

+
σ2

2

(B2
SES)4

+
σ2

3

(B3
SES)4

+
σ2

4

(B4
SES)4

, (6.3.7)

where BiSES and σi are the BSES and its associated uncertainty for momentum bin i. In this
case a small effect is visible with the combined case, correctly accounting for momentum
dependence, giving marginally lower (improved) BSES (visible in the upper third of signal
region 2). The patterns observed in figure 6.11 can be understood by considering the
kinematics of the situation. The pion momentum pπ+ = pK+ − pX = pK+ −

√
E2
X −M2

X

is limited to lower values for higher MX . This leads to the reduced acceptance at higher
MX for higher momentum bins (significantly for final bin 30 < pπ+ < 35 GeV/c) and
correspondingly degraded sensitivity.

Table 6.2: Single event sensitivity and acceptance for K+ → π+ν+ν from πνν2017 analysis.

Momentum Range [GeV/c] A(πνν,R1 +R2, p1 < pπ+ < p2) BSES(πνν,R1 +R2, p1 < pπ+ < p2)
15 < pπ+ < 20 (5.975± 0.080)× 10−3 (1.90± 0.20)× 10−10

20 < pπ+ < 25 (9.081± 0.099)× 10−3 (1.23± 0.13)× 10−10

25 < pπ+ < 30 (9.070± 0.099)× 10−3 (1.30± 0.14)× 10−10

30 < pπ+ < 35 (5.600± 0.078)× 10−3 (2.18± 0.23)× 10−10

15 < pπ+ < 35 0.02973± 0.00018 (2.89± 0.21)× 10−11
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Figure 6.11: Signal acceptance (a) and single event sensitivity (b) for K+ → π+X decays
with stable X for four momentum bins, an integrated result over the full momentum
range (int.) and results combined accounting for momentum dependence (combi.). For
the acceptance the combined and integrated cases (black squared and green dots) coincide
since acceptances simply add. For the BSES the integrated case (pale magenta) is slightly
higher (corresponding to worse sensitivity) than the combined case (blue), this is visible
in the upper third of signal region 2.

6.3.6 Background Expectation

The complete set of background studies for the πνν̄2017 analysis, see chapter 5, are directly
applicable to this analysis which has the same backgrounds plus the K+ → π+νν̄ decay
itself. For the πνν̄2017 analysis a counting experiment methodology was adopted for the
statistical treatment used to set (one or two-sided) limits on the branching ratio, see
section 5.6. This means only the integral number of events expected in the signal regions
is required. However, of critical importance for this analysis is the distribution of these
backgrounds as a function of the m2

miss observable since an individual background estimate
is required for each search window. Using a combination of simulations and data-driven
procedures these distributions were derived and are presented in figure 6.12 along with
the observed distribution of 2017 data.

Using the components of this stacked histogram models are constructed as a function
of m2

miss to describe each background component individually. Based on these models the
number of expected background events in any given range of m2

miss can be calculated. The
total background for a given search window is then established by summing these compo-
nents for the relevant m2

miss range. This procedure is used for all K+ decay backgrounds
with an additional 20% systematic uncertainty applied, accounting for the range of re-
sults obtained for individual search windows when varying model parameters. Specific
additional studies were performed for the K+ → π+νν̄ and upstream backgrounds.

For this analysis the SM description of the K+ → π+νν̄ decay is assumed. Using the
same simulations as used in figure 6.12 explicit predictions for the number of K+ → π+νν̄
events expected in each search window are derived as shown in figure 6.13.
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Figure 6.12: Observed data and predicted background distributions as a function of m2
miss

for the πνν̄2017 analysis.
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Figure 6.13: The number of expected SM K+ → π+νν̄ events in each search window,
with results shown at the corresponding mass hypothesis M i

X .

143



0 50 100 150 200 250
 ]2 [MeV/cXM 

0

0.02

0.04

0.06

0.08

0.1

0.12

N
(U

ps
tr

ea
m

) 
   

   
 

 

 

(a)

0 50 100 150 200 250
 ]2 [MeV/cXM 

0

0.02

0.04

0.06

0.08

0.1

0.12

N
(U

ps
tr

ea
m

) 
   

   
 

 

 

(b)

0 50 100 150 200 250
 ]2 [MeV/cXM 

0

0.02

0.04

0.06

0.08

0.1

0.12

N
(U

ps
tr

ea
m

) 
   

   
 

 

 

(c)

Figure 6.14: Upstream background predictions for each search window displayed as a
function of the corresponding mass hypothesis mX . The models used are: (a) data-driven
from bifurcation sample C data, (b) simulation-driven model from OutOfBox bifurcation
samples C+A and (c) flat-in-m2

miss model.

For the upstream background three different models have been studied:

1. Data-driven model constructed from information from main πνν̄2017 analysis (i.e.
shape as in figure 6.12, uses shape of bifurcation sample C from data), see fig-
ure 6.14a.

2. A fully simulation-driven model constructed from a fit to the m2
miss distribution

for selected MC events from upstream simulations (using ‘OutOfBox’ bifurcation
samples A+C), see figure 6.14b.

3. Approximation assuming the upstream background is flat in the m2
miss variable with

integral in R1+R2 equal to that from the πνν̄2017 analysis (table 5.5), see figure
6.14c.

The three different models are seen to produce compatible results and share a similar
shape. The data-driven model is used for the final results.

The total background predictions and a breakdown of all components is shown in
figure 6.15 for each search window.

6.3.7 Setting upper limits on B(K+ → π+X)

Upper limits are established on the branching ratio B(K+ → π+X) at 90% confidence
level using the CLS method with a log likelihood test statistic and performing counting
experiments in each search window. A standard implementation of the CLS method from
the NA62 software framework is utilised assuming the total background estimate uncer-
tainty can be treated as Gaussian, with an additional 20% systematic uncertainty assigned
to background estimates obtained from models derived from the m2

miss distributions, see
figure 6.12. When using the CLS method the background prediction can only change the
limit obtained if the number of observed events is non-zero. The expected upper limit
and one and two standard deviation bands were calculated before unblinding by carrying
out an ensemble of pseudoexperiments. Results of these pseudoexperiments are arranged
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Figure 6.15: Background prediction in each search window as a function of the corre-
sponding mass hypothesis, including the total contribution from all K+ decays (except
K+ → π+νν̄), the three upstream background models and SM K+ → π+νν̄ separately
(the data-driven model is used for results).

in size order and elements of the list corresponding to the median and upper and lower
68 and 95 percentiles set the expected limit and upper and lower one and two standard
deviation results respectively. In cases with low statistics (small number of expected and
observed events) many pseudoexperiments have identical results and therefore the one
and two standard deviation results may coincide.

When the signal regions were unblinded two candidate K+ → π+X events were
found with squared missing mass (and associated square root for comparison to MX) of

Event 1: m2
miss = 0.0383 GeV2/c4 ,

√
m2
miss = 195 MeV/c2 , (6.3.8)

Event 2: m2
miss = 0.0635 GeV2/c4 ,

√
m2
miss = 253 MeV/c2 . (6.3.9)

The observed and expected upper limits for each mass hypothesis are shown in figure 6.16
for stable X and observed upper limits in figure 6.17 with comparison to previous exper-
imental results from E787/E949 [113].

6.3.8 Interpretation in Terms of BSM Scenarios

The upper limits established on the branching ratio can be translated into exclusion
limits in parameter spaces of BSM scenarios. Three specific cases were considered and
are described in section 2.4.
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Figure 6.16: Observed (blue) and expected (dashed black) upper limits on the branching
ratio B(K+ → π+X) at 90% confidence level, with one and two standard deviations
indicated by green and yellow regions respectively, as a function of X mass hypothesis.
For comparison, observed upper limits from the BNL E787/E949 experiment [113] are
shown in red.
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Interpreting X as a dark scalar mixing with the Higgs boson upper limits on the
mixing strength, expressed as sin2 θ, are calculated according to equation 2.4.11 with
results shown in figure 6.18. These results may be compared to the other constraints
on this model reported in [54] (and therein called BC4) as shown in figure 6.19. If X
is considered to be a pseudoscalar dark matter mediator upper limits on its coupling
strength in the three scenarios described in section 2.4.2 are displayed in figure 6.20a for
stable X. In the BC10 model of reference [54] (equivalent to the Yukawa-like coupling case
of section 2.4.2 up to a numerical constant) X is an ALP and corresponding limits are
shown in figure 6.20b and compared to other constraints on this model reported in [54] in
figure 6.21.

As described in section 2.4, if X decays predominantly to invisible particles, for
example dark matter, bounds on the coupling parameter (sin2 θ or gY for the scalar and
pseudoscalar/ALP models respectively) are directly derived from its relationship with the
branching ratio, with results shown by the dashed back lines in figures 6.18b and 6.20b. If
X decays predominantly to visible SM particles τX is inversely proportional to the coupling
parameters [164] [165] (see equations 2.4.13 and 2.4.22), limiting the reach of this analysis
for large coupling because of lower acceptance for shorter lifetimes. The X → e+e− decays
dominate the visible decay width up to the di-muon threshold beyond which the additional
x → µ+µ− channel opens (see figure 2.20a) and τX decreases, limiting the sensitivity of
this search. The model-dependent relationship between the lifetime and coupling therefore
determines the shape of the exclusion regions shown in blue in figures 6.18b and 6.20b.
The global picture of constraints on the coupling parameter versus mX phase-space are
shown in figures 6.19 and 6.21 showing the cases of X decaying predominantly to (a)
invisible particles and (b) visible particles.

Alternatively, identifying X with mass experimentally consistent with zero with an
Axiflavon, an upper limit on the Axiflavon mass can be derived as described in section 2.4.3
with results shown in figure 6.22.

6.3.9 Discussion

Two candidate K+ → π+X events are observed [125] in agreement with the background
expectations, and therefore upper limits are established on B(K+ → π+X) at 90% CL for
each X mass hypothesis. Two perturbations as a function of MX in the observed upper
limits are formed around the two K+ → π+X candidates at reconstructed mmiss values of
196 and 252 MeV/c2. Sharp boundaries of these perturbations are a result of the search
windows procedure with the jump occurring between consecutive windows with 0 and 1
events. Consideration of the signal shape tends to smooth these out, see section 6.4.

Results for the lowest mass hypotheses from this measurement do not improve on
E787/E949 results, including the interesting case where MX is experimentally consistent
with zero which is relevant to the interpretation of X as a QCD axion, for example an
Axiflavon, see figure 6.22. Combined effects of kinematic rejection requirements lead to
a decrease in acceptance for K+ → π+X events at MX = 0 as seen in figure 6.9. A
dedicated analysis may be able to improve upon this by extending the signal region below
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Figure 6.18: Exclusion limits for the scenario of X being a scalar mixing with the Higgs
boson with production and decay determined by mixing parameter θ (BC4 model reported
in [54]). The black line (solid and dashed in (a) and (b) respectively) represents the upper
limit at 90% confidence level on sin2 θ for each X mass hypothesis, and is relevant to the
case where X is stable or decays to invisible particles (e.g. dark matter). This is calculated
using equation 2.4.10 following reference [164] and results from similar treatment for the
previous result from the E747/E949 experiment [113] is shown for comparison in (a). If
X decays predominantly to visible particles the model-dependent [164] lifetime, given by
equation 2.4.13, is considered along with the experimental sensitivity as a function of
lifetime (see figure 6.10a) and the excluded region (b, blue) includes an upper bound.

m2
miss = 0, however here the K+ → µ+νµ background increases and the extension is

limited by the need for control and blinded regions in the analysis.

Under the assumption of stable X these new upper limits improve over those re-
ported by the E787/E949 experiments by a factor of O(10) in signal region 2, and are
competitive in region 1. For unstable X, assuming that it predominantly decays to visible
SM particles, the same pattern holds in general. However, in region 1 the new limits im-
prove over those from E787/E949 across an increasingly large range of mass hypotheses as
the assumed lifetime becomes shorter. Despite differences in experimental set-up between
E787/E949 (stopped K+ decay-at-rest) and NA62 (highly boosted K+ decay-in-flight),
the two results exhibit similar dependence on τX . This is due to a similar ratio of Lorentz
factor to decay length in experimental apparatus for an X particle.

6.4 Setting upper limits on B(K+ → π+X) Using a

Shape Analysis

6.4.1 The Shape Analysis Procedure and Results

Full consideration of the shape (distribution in observable m2
miss) of the signal and back-

ground allows additional discrimination power and can improve sensitivity. The search
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Figure 6.19: Global picture for excluded regions in the sin2 θ versus mX parameter-space
of the BC4 model of reference [54] for the cases of X decays to visible (a) and invisible
(b) final states. Results from this work are shown in red with bounds from a recent
NA62 search for π0 → invisible [207] shown in purple while projected NA62 exclusion
from ‘dump mode’ operation with 1018 POT (∼ 90 days of data-taking, expected in the
next data-taking period from 2021 [228]) [54] is shown by dashed red lines. The KOTO
anomaly (section 2.3.4 ) 2019 allowed values are shown by a thick black line with ±1σ
band contained between thinner black lines, with full explanation for KOTO’s observed
events below the vertical dashed line, as indicated by the arrow [246]. This is excluded at
95% confidence level by recent MicroBooNE results [247] shown in teal. Reinterpretation of
results from the CHARM experiment [248] [160] give excluded region shown in yellow, while
studies of K → πµµ from NA48/2 [170] and B → Kµµ from LHCb [249] [250] are shown
in green and pale blue respectively. Constraints from supernova 1987a [251] [252] [253] [254]

and Big Bang Nucleosynthesis [54] are also shown, hatching in (b) indicates that the exact
shape of the bounds is unclear (no detailed treatment available in the literature) for
invisible decays, however if X is sufficiently short-lived these bounds can be evaded.

0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255 270
MX [MeV/c2]

10−8

10−7

10−6

10−5

10−4

U
L

on
co

u
p

lin
g

co
n

st
an

t
@

90
%

C
L

Yukawa-like couplings

Quark universal couplings

3-rd Gen. Quark couplings

(a)

0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255 270
MX [MeV/c2]

10−5

10−4

10−3

10−2

10−1

100

g Y

(b)

Figure 6.20: (a) Upper limits on coupling strength for the scenario of X being a pseu-
doscalar mediator for dark matter under three cases considered in section 2.4.2. The case
of Yukawa-like couplings is equivalent (up to a factor 2

√
2) to the BC10 ALP model of

reference [54] and the corresponding upper limit on coupling strength gY is shown by the
black dashed line in (b). Considering the model-dependent lifetime of X [165], expressed
by equation 2.4.22, and experimental sensitivity as a function of lifetime (figure 6.10a),
upper boundaries on the exclusion are derived and the excluded region is shown in blue.
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Figure 6.21: Global picture for excluded regions in the gY versus mX parameter-space
of the BC10 model of reference [54] for the cases of X decays to visible (a) and invisible
(b) final states. Results from this work are shown in red with bounds from a recent
NA62 search for π0 → invisible [207] shown in purple while projected NA62 exclusion
from ‘dump mode’ operation with 1018 POT (∼ 90 days of data-taking, expected in the
next data-taking period from 2021 [228]) [255] is shown by dashed red lines. Older upper
limits on the K+ → π+X branching ratio from the Kµ2 experiment [256] are interpreted
in the same way as for this result [165] and lead to excluded region shown in dark blue.
Reinterpretation of results from the CHARM experiment [248] [255] give excluded region
shown in yellow, while exclusion from CLEO searches for B → K + invisible [257] [165]

are shown in cyan. Interpretation [165] of KTeV searches for KL → π0µµ [258] [259]and of
LHCb searches for B → Kµµ [249] [250] result in exclusion shown in magenta and pale blue
respectively. Constraints from Big Bang Nucleosynthesis [54] are also shown, hatching in
(b) indicates that the exact shape of the bound is unclear (no detailed treatment available
in the literature) for invisible decays and can be evaded for sufficiently short-lived X.
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Figure 6.22: Constraints on ALP X in the phasespace gXγγ,MX . Constraints derived from
astronomical observations are shown along with Haloscopes/ADMX results as reported
in [147]. The light green band contains standard ALP models with benchmark KSVZ
and DFSZ models marked (as shown in [13]) and the Axiflavon model occupies the dark
blue band. Upper limits on axiflavon mass, MX , are derived using equation 2.4.26 (see
section 2.4.3) using E787/E949 [113] and NA62 upper limits on B(K+ → π+X) for mass
hypothesis MX = 0 (since such a small mass would not be resolved experimentally).
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Figure 6.23: [3] Distributions of the expected reconstructed squared missing mass, m2
miss,

for background processes, obtained from simulations and data-driven procedures [125]. In
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model used to describe the total background is shown.
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Figure 6.24: [3] Upper limits on the branching ratio B(K+ → π+X) at 90% confidence
level derived from the fully frequentist shape analysis. Expected upper limits (black) with
1 and two standard deviation bands (green and yellow) and observed upper limits (red)
are shown in (a) for stable or invisibly decaying X, while model-independent branching
ratio limits are shown for a range of lifetimes in (b).

for K+ → π+X decays includes a peaking signal which can be described by a Gaussian as
shown in figure 6.3b. This is distinct from the relatively smooth (total) background distri-
bution which may be modelled with polynomial functions as shown in figure 6.23. Exploit-
ing this information an alternative search procedure was performed as a fully frequentist
shape analysis using an unbinned profiled likelihood ratio test statistic. The profiling pro-
cedure accounts for uncertainties associated with the observable resolution, background
expectation and single event sensitivity. The parameter of interest is B(K+ → π+X), and
each mass hypothesis mX is treated independently. The expected and observed upper lim-
its using this procedure are shown for stable or invisibly decaying X in figure 6.24a and
converted to limits for a range of lifetimes using the procedure described in section 6.2.4
with corresponding observed upper limits shown in figure 6.24b. Corresponding limits in
the case of interpretation of X as a dark scalar or ALP are shown in figure 6.25.
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Figure 6.25: [3]Excluded regions of phase space for BC4 (a and c) and BC10 (b and
d) models of [54] where X is a scalar mixing with the Higgs boson or a pseudoscalar
ALP respectively. Excluded regions are displayed in Scenarios where X decays to visible
SM particles in upper panels (a and b) while X decays to invisible (e.g. dark matter)
particles is shown in lower panels (c and d). Published NA62 limits from the K+ → π+X
search [3] (reported here) are shown in red, alongside exclusion from NA62 π0 → invisible
searches [207] (purple) in the K+ → π+π0 region. References for other excluded regions
displayed in grey are given in [3] and [207], see also figure 6.19 and 6.21.

152



0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255 270

MX [MeV/c2]

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25

2.50

2.75

3.00

3.25

3.50

3.75

4.00

4.25

4.50

4.75
U

p
p

er
L

im
it

on
B(
K

+
→
π

+
X

)
@

90
%

C
L

×10−10

Exp. [Hyb.]

Obs. [Hyb.]

Exp. [Freq. shape]

Obs. [Freq. shape]

(a)

0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255 270

MX [MeV/c2]

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

1.10

1.15

1.20

1.25

1.30

1.35

1.40

1.45

R
at

io
of

U
p

p
er

L
im

it
s

on
B(
K

+
→
π

+
X

)

Exp. : [Hyb.]/[Freq. shape]

Obs. : [Hyb.]/[Freq. shape]

(b)

Figure 6.26: Comparison between expected and observed upper limits on B(K+ → π+X)
using the method described in sections 6.1– 6.3 with hybrid bayesian-frequentist statistical
treatment using a log likelihood ratio test statistic and the fully frequentist shape analysis
with profile log likelihood ratio test statistic described in section 6.4.1 [3]. Absolute values
are compared in (a) while the ratio between results is shown in (b).

6.4.2 Comparison of Results

In general a fully frequentist procedure sets a more conservative limit than a hybrid
(Bayesian-Frequentist) method as used in section 6.3.7, however the shape analysis is
expected to improve sensitivity as explained in section 6.4.1. Comparison of results ob-
tained with the procedures described in sections 6.1– 6.3 and 6.4.1, shown in figure 6.26,
reveals that comparable or slightly improved sensitivity is obtained with the frequentist
shape analysis. Moreover, the consideration of signal shape smooths the boundaries of
the perturbations observed as a result of the two observed events. The shape analysis was
chosen for the final result and used for publication [3].
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Chapter 7

Search for Lepton Number and
Lepton Flavour Violating K+→ πµe
decays

7.1 Analysis Overview

7.1.1 K+ → πµe decays and Experimental Landscape

As discussed in section 2.5, observation of LNV/(C)LFV decays of the form K+ → πµe,
forbidden in the SM, would provide clear evidence for BSM physics. The five modes
studied are 1:

1. K+ → π−µ+e+, the π− channel

2. K+ → π+µ−e+, the µ− channel

3. K+ → π+µ+e−, the e− channel

4. π0 → µ−e+ by searching for K+ → π+π0 followed by π0 → µ−e+ (denoted K+ →
π+[µ−e+]π0)

5. π0 → µ+e− by searching for K+ → π+π0 followed by π0 → µ+e− (denoted K+ →
π+[µ+e−]π0)

The experimental landscape prior to this analysis is summarised in table 7.1. The E865
experiment was specifically designed to search for the K+ → π+µ+e− decay and succeeded
in setting a stronger limit for this mode. The limits reported in table 7.1 for the two
π0 → µ±e∓ modes are taken to be equal to the combined limit2 set on B(π0 → µ−e+) +
B(π0 → µ+e−) from searches for K0

L → π0π0µ±e∓ at the KTeV experiment [173].

1The NA62 beam includes K+ only so the charge conjugate K− → πµe processes are not studied.
2The branching ratio of each process cannot be greater than the sum.
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Table 7.1: Previous branching ratio upper limits for K+ → πµe Decays.

Decay B Limit (@ 90%CL) Experiment Publication & Year

K+ → π−µ+e+ 5.0× 10−10 BNL E865 [171] , 2000
K+ → π+µ−e+ 5.2× 10−10 BNL E865 [171] , 2000
K+ → π+µ+e− 1.3× 10−11 BNL (E777+)E865 [172] , 2005
π0 → µ−e+ 3.6× 10−10 FNAL KTeV [173] , 2008
π0 → µ+e− 3.6× 10−10 FNAL KTeV [173] , 2008

As a result of the work reported here upper limits on the branching ratios for the π−

and µ− channels are improved with respect to previous results by a factor of O(10), these
results are the main focus of this chapter. An improvement on the branching ratio upper
limit for the π0 → µ−e+ decay is also reported. The current NA62 data-set does not allow
improved sensitivity to the e− or π0 → µ+e− modes, although current and projected sen-
sitivities are established. The recent NA62 thesis [260] includes a preliminary independent
study of these decay modes (using a smaller data set and preliminary background studies)
and clearly demonstrates the NA62 sensitivity to these modes. The study reported in this
chapter brings the search for K+ → πµe in NA62 Run 1 data to its conclusion.

7.1.2 Analysis Procedure Overview

The search for K+ → πµe decays is performed using NA62 data collected in 2017 and
2018 from three multi-track trigger streams (see sections 7.1.3 and 7.2.5) and uses the
K+ → π+π+π− decay collected with the minimum bias multi-track trigger for normali-
sation. A blind analysis strategy is adopted with a range of reconstructed πµe candidate
final state invariant mass, surrounding the K+ mass, being masked. Within the blinded
region a signal region is defined based on the invariant mass resolution (see section 7.2.3).
The background expectations (see section 7.5) are almost exclusively calculated using
simulation-driven procedures with significant data-driven corrections which account for
limitations in reproducing with simulations the effect of complex processes observed in
data. These background expectations are validated using two control regions below and
above the signal region. The sensitivity to the signal modes is evaluated (section 7.6) in
terms of discovery potential and expected upper limits on the branching ratio, relevant
for cases of the observation of existence or lack of an excess of events above the back-
ground expectation respectively. Once the analysis procedure and background estimates
are finalised and validated the blinded region is opened the result is obtained (section 7.7).

7.1.3 Data Sample And Triggers

Candidate signal K+ → πµe events are collected with the minimum bias multi-track
(MT ), multi-track µ (MTµ) and multi-track e (MTe) triggers, while only the MT trig-
ger is used for collection of normalisation K+ → π+π+π− events. The MTµ trigger is
specifically designed for this analysis requiring both a significant energy deposit in the
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LKr, characteristic of a e±, and a signal in the MUV3, identifying a µ±. The MTe trig-
ger requires a greater energy deposit in the LKr and is for collection of multi-track final
states including an e±. Data samples are broken down into periods indicated by the year
of collection and letters (e.g. sample 17A) and further into enumerated experimental runs.
The precise trigger definitions and the downscaling factors have changed over the course
of the data-taking as detailed in table 7.2 with each trigger component defined below and
illustrated schematically in figure 7.1. The trigger downscaling factors as a function of
run number are shown in figure 7.2.

L0 Trigger Components

RICH: At least two RICH PM signals exist within the trigger time window.

Qx: Signals are recorded from charged particle impacts in at least two diagonally adja-
cent CHOD quadrants within the trigger time window.

MO1: At least one signal from an outer MUV3 tile within the trigger time window.

LKr10: An energy deposit of at least 10 GeV is recorded in the LKr within the trigger time
window.

LKr20: As LKr10 but with a 20 GeV LKr energy threshold.

L1 Trigger Algorithms

KTAG: At least one K+ candidate, with coincident signals in at least five KTAG sectors, is
recorded within the trigger time window.

StrEx: A negative track is reconstructed within the STRAW readout time window.

StrMT: Three charged tracks are reconstructed within the STRAW readout time window.

!LAV: Fewer than two signals are recorded in LAV modules within the trigger time window.

The search for K+ → πµe decays uses data collected during 2017 and 2018. Data
collected in 2016 could also be used in principle, however in practice there were significant
changes to the trigger and there are known features of the 2016 data which mean special
treatment is required [260]. Simulations used for the analysis are tuned to represent data-
taking conditions in 2017 and while these can also be used to successfully model 2018
data this is not always true for 2016 data since the difference in data-taking conditions
was more significant between 2016 and 2017 than between 2017 and 2018. Because of
these reasons, and the fact that the usable 2016 sample is small comprising only 5% of
the 2016–18 dataset, it has been decided to neglect the 2016 data and consider 2017+2018
data as the full Run 1 sample for this search.

To streamline the analysis a central data filtering (pre-selection) is performed which
selects three track events with at least one µ± or e± in the final state. The filter conditions
applied are given below, more details on the variables used and the physical motivations
are provided in section 7.2.
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Figure 7.1: Schematic illustrations summarising the trigger conditions imposed for the
three triggers used for the K+ → πµe search.

Table 7.2: Trigger definitions and downscaling factors, D.

Sample Run Range Trigger
Multi-Track Multi-Track µ Multi-Track e

2017D 7615–7721 L0: RICH*Qx D = 10, 50 or 75 L0: RICH*Qx*M01*LKr10 D = (1, 15 or 20) L0: RICH*Qx*LKr20 D = (2 or 12)
L1: KTAG*StrawExotics L1: KTAG*StrawExotics L1: KTAG*StrawExotics

2017C 7735–7873 L0: RICH*Qx D = 10, 50 or 100 L0: RICH*Qx*M01*LKr10 D = (1 or 15) L0: RICH*Qx*LKr20 D = (2 or 10)
L1: KTAG*StrawExotics L1: KTAG*StrawExotics L1: KTAG*StrawExotics

2017B 7876–8107 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = (10 or 15) L0: RICH*Qx*LKr20 D = (8 or 10)
L1: KTAG*StrawExotics L1: KTAG*StrawExotics L1: KTAG*StrawExotics

2017A 8134–8282 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 10 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*StrawExotics L1: KTAG*StrawExotics L1: KTAG*StrawExotics

2018A 8518–8535 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 10 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*StrawExotics L1: KTAG*StrawExotics

2018B 8548–8740 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = (2, 5, or 8) L0: RICH*Qx*LKr20 D = (4 or 8)
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018C 8777–8799 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 5 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018D 8802–8890 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 5 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018E 8891–9040 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 5 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018F 9047–9134 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 5 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018G 9147–9271 L0: RICH*Qx D = 100 L0: RICH*Qx*M01*LKr10 D = 5 L0: RICH*Qx*LKr20 D = 8
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics

2018H 9304–9462 L0: RICH*Qx D = (50 or 100) L0: RICH*Qx*M01*LKr10 D = (1, 5, or 10) L0: RICH*Qx*LKr20 D = (8, 12, or 16)
L1: KTAG*(!LAVflag*)StrawExotics L1: KTAG*!LAV*StrawMT L1: KTAG*StrawExotics
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Figure 7.2: Trigger downscaling factors for: a) MT ; b) MTµ; c) MTe triggers; and
d) effective downscaling factor, as a function of run number with data taking periods
contained in shaded bands for full 2017+2018 sample. The four cases in d) where the
point is above the y-range of the plot Deff = DMT = 100. Coloured bands indicate the
run ranges for the named data-taking periods defined in table 7.2.
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Data Filtering Criteria

• At least one of the MTµ and MTe triggers must be in operation.

• An event must be selected by the CTRL, MT , MTµ or MTe trigger.

• At least one three track vertex must be formed in the event with good quality
(χ2

vtx < 40) and downstream of the start of the vacuum tank, (zvtx > 102 m).

• Each of the three tracks forming a candidate vertex must be reconstructed from
signals in at least three of four STRAW chambers.

• At least one track in a candidate vertex is a candidate e±, with energy deposited
in the LKr equal to at least 80% of its momentum (E/p > 0.8), or a candidate µ±,
with a geometrically associated signal in the MUV3 detector.

7.2 Selection

The selection is performed in two stages: a core selection common to the normalisation
and signal, followed by separate additional selections for the normalisation and individual
signal channels. Filtered data is analysed, with filter pre-selection conditions described
in section 7.1.3. The selection criteria applied in the filter are matched by more stringent
conditions in the selection meaning there is no bias arising from this when comparing
selected data and simulated events.

7.2.1 Common Selection

At least three tracks must be reconstructed by the STRAW in the event, with exactly
three of these fulfilling the following conditions:

Track Conditions

1. The track remains inside the geometric active region of all downstream detectors
used for the analysis: all four STRAW chambers; the CHODs, LKr, MUV3; and
avoiding LAV12 material (see figure 7.3) which otherwise leads to mismeasurement
of the particle energy in the LKr.

2. The track is reconstructed from signals in at least three STRAW chambers.

3. The STRAW track reconstruction assigns a good track quality, with χ2
trk < 30,

where χ2
trk expresses the quality of the fit achieved through a recursive Kalman

filter track reconstruction technique [261].

4. No other track passes within a 25 mm radius around the impact point of the track
at the STRAW1.
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5. No other track passes within a 200 mm radius around the impact point of the track
at the LKr front plane.

6. The momentum of the track calculated before and after the fit performed during
track reconstruction must be consistent within 20 GeV/c.

7. the track momentum after the fit ptrk must satisfy 10 < ptrk < 65 GeV/c.

8. A signal is associated to the track in the CHODs. The track time, ttrk is defined
based on the NA48-CHOD time if it exists or, otherwise, the CHOD time.

9. The track time must be consistent with the trigger time: |ttrk − ttrig| < 5 ns.

A vertex is built from the three selected tracks which must satisfy conditions:

Vertex Conditions

1. The vertex charge Qvtx = +1.

2. The vertex is located at a longitudinal position 105 < zvtx < 180 m.

3. The vertex fit quality is good with χ2
vtx < 30, where χ2

vtx expresses the goodness-of-fit
for the Billoir-Fruhwirth-Regler implementation [262] of vertex least-squares fitting
algorithm used to reconstruct the vertex [260].

Timing Conditions

1. A vertex time, tvtx, is defined from the weighted mean of the track times where
weights are assigned based on the time resolution of the detector(s) used. The res-
olutions measured for the 2017+2018 data sample for the NA48-CHOD and CHOD
are σN = 0.271 ns and σC = 0.809 ns respectively, see appendix E. The vertex time
must be consistent with the trigger time: |tvtx − ttrig| < 5 ns.

2. An associated KTAG candidate, with coincident signals in at least five sectors, must
exist with time consistent with the vertex time: |tKTAG − tvtx| < 3 ns.

Additional Requierments

• A LAV photon veto condition is applied, rejecting events with signals in any LAV
station within 3 ns of the trigger time.

• A ‘Qx-like’ cut is applied requiring that signals are found in at least two diagonally
adjacent CHOD quadrants matched to selected tracks. With this requirement the
efficiency of the Qx L0 trigger component for selected events should be close to
100%.
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LAV12

LKr

Figure 7.3: Schematic illustration of the slightly overlapping active regions of the LAV12
and LKr detectors in the (x, y) plane.

• The magnitude of the total resultant momentum of the three selected tracks after
the vertex fit correction, |pπµe| must be consistent with the beam K+ momen-
tum magnitude (measured run-by-run for data and stored in the BeamParameters
database) |pBP

K+| such that: ||pπµe| − |pBP
K+ || < 2.5 GeV/c. This will reject decays

with additional particles in the final state which carry away at least 2.5 GeV/c of
the K+ momentum.

• The transverse momentum of the total resultant three track vertex momentum with
respect to the beam momentum must be small: pT < 0.030 GeV/c. This is because
the signal decay should have a transverse momentum consistent with zero in an
ideal detector.

7.2.2 Normalisation K+ → π+π+π− Selection

The invariant mass of the three selected final state tracks is calculated under the hypoth-
esis that all three are pions,

M3π =

√(√
p2

1 +m2
π +

√
p2

2 +m2
π +

√
p2

3 +m2
π

)2

− (p1 + p2
2 + p3)2 , (7.2.1)

where pi are the track three-momenta measured by the STRAW, with magnitude pi,
and mπ is the charged pion mass. A K+ → π+π+π− event is then selected by requiring
|M3π − mK+| < 2.55 MeV/c2, where 2.55 MeV/c2 = 3σM3π

K
and σM3π

K
is the correspond-

ing invariant mass resolution, measured to be σM3π
K

= (0.85 ± 0.05syst) MeV/c2 in the
2017+2018 data sample. The systematic uncertainty is determined by the difference be-
tween data and MC simulations as well as the range of values obtained by varying possible
fit ranges.
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7.2.3 Signal K+ → πµe Selection

A particle identification (PID) selection is applied requiring positive identification of the
three tracks as π±, µ± and e± with charge combination defining which signal sample the
event enters. The PID requirements are:

π± : The ratio between the energy of the geometrically closest matching LKr cluster, E,
and the track momentum, p, must satisfy E/p < 0.9.3 This specifically rejects e±,
see below and figures 7.4a and 7.5. The geometrically closest matching LKr cluster
must be within 50 mm of the track impact point at the LKr front plane and have
a time consistent with the track time, |tLKrClust − ttrack| < 5 ns. It is also possible
no LKr cluster is associated to the track, this gives E/p = 0, the time check is
not applicable and this is allowed since a π± may act as a MIP. No geometrically
associated signals in any MUV3 tiles within 5 ns of the track time are allowed.

µ± : The E/p ratio must be small and consistent with a MIP: E/p < 0.2. If a cluster
is associated to the track its time must be consistent with the track time within
5 ns. Exactly one geometrically associated signal must exist in an outer MUV3 tile
within 5 ns of the track time. Only outer tiles are used to remove potential accidental
background including a hit from a µ+ from beam pion decay (see section 3.2.10) and
for consistency with the MO1 trigger requirement, which means for signal events
the MO1 condition should be effectively 100% efficient.

e± : The E/p ratio must be consistent with unity: 0.95 < E/p < 1.05. This is because
e± are expected to deposit all of their energy in the LKr and p� me, see figure 7.5.
The data sample is dominated by π± from the abundant K+ → π+π+π− decay and
therefore the E/p range is restricted and separated from the allowed range for π±

to minimise the probability of misidentification. For e± exactly one LKr cluster is
expected, in contrast to π± where the possibility of hadronic showers can lead to
more LKr clusters, each containing a fraction of the energy. To discriminate between
these cases and select e± an exclusion zone with 100 mm radius is established around
a candidate e± track impact point at the LKr front plane and only one LKr cluster
is allowed in this region within 5 ns of the track time.

The PID requirements use the LKr and MUV3, see schematic illustrations in fig-
ures 7.4a and 7.4b, the performance for positive identification and misidentification cases
relevant for the current study are evaluated in section 7.5. The LKr cluster conditions
and track separation requirements at the LKr are illustrated schematically in figure 7.4c.
The use of the RICH for additional discrimination power was considered but found to
give worse sensitivity with similar discovery potential, due to reduced acceptance, and
additionally makes background estimates more imprecise.

The invariant mass, Mπµe, of a selected K+ → πµe candidate event is calculated,

3Considering the dimensions of the variables the E/p ratio should be expressed in units of the speed of
light, c. However, in this thesis the short-hand ‘E/p’ should be taken to mean E/(pc) which is expressed
as a dimensionless number.
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𝜇

e

(c)

Figure 7.4: a) Schematic illustration of the allowed LKr E/p ranges for π, µ and e can-
didates.
b) Illustration of the MUV3 requirement, with exactly one outer MUV3 tile signal associ-
ated to a µ candidate and within 5 ns of the track time and no associated in-time signals
in any MUV3 tile for π or e candidates.
c) Schematic illustrations of the track separation and LKr cluster conditions from the PID
selection. The impact points of the three candidate tracks are shown by black points, it
is required that no other track is within 200 mm of these points, with limiting case shown
for the π and µ tracks. LKr clusters best matched to tracks geometrically are shown in
orange, while other clusters are shown in brown, in the case illustrated there is no LKr
cluster reconstructed for the µ+ track, shown by the light blue circle. Two clusters are
matched to the π track and the best matched geometrically has energy E < 0.9pπc and is
in time with the track time while the other cluster is generally a low energy counterpart.
Only one LKr cluster is reconstructed within 100 mm of the e impact point with its time
consistent with the track time. Additional pileup or photon clusters can exist in the LKr.
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Figure 7.5: Probability density functions for LKr E/p for π± and e± from selected control
samples of K+ → π+π+π− and K+ → π+[e+e−γ]π0 collected with the CTRL trigger for
the full 2017+2018 data sample. The allowed ranges for e± (0.95–1.05), π± (< 0.9) and
µ (< 0.2) are indicated by orange, purple and green vertical lines respectively.

where

Mπµe =

√(√
p2
π +m2

π +
√
p2
µ +m2

µ +
√
p2
e +m2

e

)2

− (pπ + pµ + pe)2 . (7.2.2)

The region 487 < Mπµe < 510 MeV/c2 is blinded for data and the signal region is estab-
lished as 490 < Mπµe < 498 MeV/c2 with choice of width informed by the invariant mass
resolution, measured for the signal modes to be 1.34±0.05syst MeV/c2. The selected sam-
ples of K+ → π+[µ∓e±]π0 candidates are a subset of the corresponding K+ → π+µ∓e±

candidates which additionally satisfy the requirement |Mµe − mπ0| < 3 MeV/c2, where
Mµe is the invariant mass of the µ∓e± pair,

Mµe =

√(√
p2
µ +m2

µ +
√
p2
e +m2

e

)2

− (pµ + pe)2 . (7.2.3)

The choice of width is again informed by the invariant mass resolution, measured to be
0.41± 0.02syst MeV/c2.

The background arising from K+ → π+π+π− decays upstream of the fiducial vol-
ume is found to be asymmetric between the decay modes and therefore channel-dependent
requirements are made on the minimum value of zvtx. Specifically, the three-track vertex
must be formed in the range defined by zmin,i < zvtx < 180 m where zmin,π− = 107 m,
zmin,µ− = 111 m and zmin,e− = 110 m, the choice of these values and the upstream back-
ground are discussed in section 7.5.7.1.

For the π− and e− channels important backgrounds exist from decays including a π0

in the final state which undergoes a Dalitz decay, π0 → e+e−γ, with the photon undetected
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and an e± misidentified as a π±. These backgrounds can be rejected by requiring that the
invariant mass of the identified π±e∓ pair (which is actually a e+e− pair) has an invariant
mass, under the hypothesis of the electron mass for both particles, Mπe(me,me), larger
than the π0 mass. This ‘Dalitz rejection cut’ requires Mπe(me,me) > 140 MeV/c2. While
this reduces acceptance by 20% in relative terms it completely removes the backgrounds
including a Dalitz decay. The Dalitz rejection cut is not applied to the µ− channel where
this background mechanism does not exist.

7.2.4 Selection Acceptances

The acceptance for the signal and normalisation selections are evaluated using simulations
according to

A =
Nsel

NMC

, (7.2.4)

where NMC is the number of simulated events with a K+ decay in the fiducial volume,
defined as 105 < z < 180 m, and Nsel is the number of events passing the signal selection.
The acceptances are presented in table 7.3. Uncertainties are statistical and determined
by the size of the sample of simulated events with approximately 50 × 106 events for
normalisation, 1× 106 events for direct K+ → πµe signal decays and 0.5× 106 events for
the signal K+ → π+[µ∓e±]π0 channels. The Dalitz rejection cut is responsible for the lower
acceptance of the π− and e− channels 4 when compared to the µ− channel while the decay
kinematics lead to significantly lower geometric acceptance for the K+ → π+[µ∓e±]π0

channels.

Table 7.3: Signal and normalisation selection acceptances.

Case Acceptance
K+ → π+π+π− (10.177± 0.002)%
K+ → π−µ+e+ (4.90± 0.02)%
K+ → π+µ−e+ (6.21± 0.02)%
K+ → π+µ+e− (4.64± 0.02)% 4

K+ → π+[µ−e+]π0 (3.11± 0.02)%
K+ → π+[µ+e−]π0 (2.73± 0.02)%

7.2.5 Trigger Mixture

The combination of trigger downscaling factors (see section 7.1.3 and figure 7.2) and effi-
ciencies (see section 7.3) determine the mixture of triggers observed for selected candidate
K+ → πµe events. The observed fraction of selected events arising from each trigger or
combination of triggers is shown in figure 7.6. The largest sample is selected from MTµ
triggers, exclusively (54%) or which also pass the MTe trigger (6%), the second largest
contributor (34%), while the events passing the MT trigger represent a small (∼ 4%

4If the Dalitz rejection cut is not applied for the e− channel the acceptance obtained is (6.16±0.02)%.
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Figure 7.6: The fraction of selected candidate K+ → πµe events (in control regions)
which pass each trigger with an inclusive measurement (a) and exclusive measurement
(b). In the inclusive case (a) an event passing more than one trigger count towards the
result for each trigger and the fractions are taken with respect to the total number of
events selected in the control region from all triggers. Because of this the total for a given
channel does not add up to 1, however the sum does not exceed 1 by more than ∼ 7%
indicating that the overlap between triggers is not large meaning a significant gain in
sample size is achieved by combining them. The exclusive case (b) shows the fractions
of events collected from each each possible trigger mixture. This illustrates that around
6% of selected events pass both the MTµ and MTe, while approximately half of events
pass only the MTµ trigger which was designed for this analysis. The CTRL trigger is
also included in the MUE3TV filter and so the number of events from this trigger is also
studied, although it is not used for the analysis.

inclusive) addition. The relative contributions from each trigger and the overlap for the
three signal triggers is illustrated in figure 7.7.

7.3 Trigger Efficiency Studies

The efficiency for collection of normalisation K+ → π+π+π− and K+ → πµe events with
the corresponding triggers must be measured to evaluate the sensitivity of the search for
K+ → πµe decays and calculate the expected background. The normalisation trigger
efficiency, εn, is the probability that the MT trigger selects the event given that it passes
the normalisation K+ → π+π+π− selection. The signal trigger efficiency, εs is the prob-
ability that at least one of the three signal triggers selects a signal event given that it
passes the signal K+ → πµe selection. Because of the blind analysis strategy, and because
K+ → πµe decays are forbidden in the SM so are not expected to exist by default, the
signal trigger efficiency cannot be measured directly using data. However, a representative
measurement can be made for signal-like events, selected in data with the signal selection
minus the Dalitz rejection cut, and combining all three πµe charge combinations outside
the blinded regions. The trigger efficiency for collection of signal is measured for each
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Figure 7.7: Venn diagram showing the percentage of selected candidate K+ → πµe events
in control regions which pass each trigger or trigger mix.

of the three signal triggers independently and the total effective signal trigger efficiency
calculated considering the downscaling factors, is given by

εs =
1−

(
1− εsMT

DMT

)(
1− εsMTµ

DMTµ

)(
1− εsMTe

DMTe

)
1−

(
1− 1

DMT

)(
1− 1

DMTµ

)(
1− 1

DMTe

) , (7.3.1)

where Dx and εsx are the downscaling factor and trigger efficiency for collection of signal-
like events for trigger x. The dataset is divided into periods (groups of runs, which
approximately coincide with the named data-taking periods, e.g. sample 17A) with the
same downscaling factors and equation 7.3.1 is valid explicitly for each period with its
associated downscaling factors. As shown in section 7.2.5 there is a correlation between
trigger streams. Using the measured correlation (factors ρx,y), and using the fact that the
downscaling factors are, in principle, exact numbers with no associated uncertainty, the
uncertainty associated with the effective signal trigger efficiency, εs, is

σεs =εs
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(7.3.2)

To construct ε
n/s
x , the normalisation/signal trigger efficiency for a trigger x, the

168



Trigger Component Normalisation (𝐾!") Signal (𝐾"#$)

Individual L0 Trigger Bits

L0 RICH

L0 Qx

L0 M01

L0 LKr10

L0 LKr20

Full L0 Trigger

L0 MT : RICH*Qx

L0 MT𝝁 : RICH*Qx*M01*LKr10

L0 MT𝒆 : RICH*Qx*LKr20

Individual L1 Trigger Bits

L1 KTAG

L1 StrawExotics

L1 StrawMT

L1 !LAV

Full L1 Trigger

L1 MT : KTAG*StrawExotics

L0 MT𝝁 : KTAG*[StrawExotics/StrawMT*!LAV]

L0 MT𝒆 : KTAG*StrawExotics

Full Trigger 

MT

MT𝝁

MT𝒆

Figure 7.8: Schematic table indicating the trigger efficiency measurements required for
the analysis with shaded boxes.

efficiency of individual L0 trigger components and L1 algorithms are evaluated and com-
bined. The measurements that must be made are summarised in figure 7.8 and details of
these measurements are given in the following.

7.3.1 Trigger Efficiency Measurement Methodology

Trigger efficiency measurements are performed using events which pass the minimum bias
CTRL trigger and pass either the normalisation selection or enter the signal-like sample
defined in section 7.3. To decouple detector effects which are accounted for in the selection
acceptances additional checks are performed, with an offline selection matching the trigger
requirements, to determine if an event is expected to produce a L0 trigger primitive or
pass a L1 algorithm. Efficiencies of L0 trigger components are measured relative to the
RICH. This means that the RICH trigger primitive is used as the reference and existence
of other L0 trigger primitives are searched for in a time window centred on the RICH
primitive. To measure the efficiency of the L0 RICH a CHOD primitive is used as a
reference.

The trigger efficiency for a specific L0 component x for the collection of signal
/normalisation events is then given by

εs/nx =
N(s/n event , x primitive , r primitive)

N(s/n event , r primitive)
. (7.3.3)

The denominator is the number of selected signal/normalisation events which have the
properties expected to produce the trigger primitive of interest, x, and a reference trigger
primitive, r, exists. The numerator is the number of these events for which a trigger
primitive of type x is found in the time window opened around the reference trigger
primitive. For composite L0 trigger efficiencies the individual L0 trigger bit efficiencies
are multiplied together.
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To measure the efficiency of the L1 trigger algorithms it is first required that an
event passes the L0 conditions of a given trigger and is autopassed at L1. Such events,
with properties expected to also pass the L1 algorithm(s) of interest enter the denominator
while those which are also found to pass the L1 algorithm enter the numerator. The total
L1 efficiency is calculated by looking at events that pass the full chain of L1 algorithms
rather than multiplying those of independent components. This is because the L1 trigger
is defined by a sequential application of algorithms, in contrast to the L0 trigger primitives
which are created independently.

7.3.2 Trigger Efficiency Results

Trigger efficiencies are calculated for each experimental run and an average efficiency is
calculated for each data-taking period, results are shown in section 7.3.2.1. For the LKr10
and LKr20 L0 trigger components the efficiency is dependent on the energy deposited in
the LKr and the study of this dependence is presented in section 7.3.2.2. The study
of the impact of the change in the L1 MTµ trigger, see section 7.1.3, is described in
section 7.3.2.3.

7.3.2.1 Summary of Results

The measured trigger efficiency for signal and normalisation events for the MT , MTµ and
MTe triggers is shown in figures 7.9a, 7.9b and 7.9c respectively for the full 2017+2018
data set. For the MT trigger the measured efficiencies are consistent, to 1% precision,
with the hypothesis that the trigger is equally efficient for signal and normalisation events.
In contrast, for the MTµ and MTe triggers there are noticeable differences in efficiency,
accounted for primarily by the L0 LKr10 and LKr20 conditions in the MTµ and MTe
triggers respectively, see section 7.3.2.2. The efficiency of the MTµ trigger was also lower
in 2018 than 2017, this is because of the change in the L1 algorithms used.

The overall signal and normalisation trigger efficiencies, as defined in section 7.3,
are summarised in table 7.4. The efficiencies change from period to period due to
changes in trigger configuration, either differences in downscaling factors or L0/L1 con-
ditions/algorithms. For the normalisation MT trigger the trigger configuration was, to
good approximation, not changed in this dataset and the normalisation trigger efficiency
can therefore be specified as

εn = (93.18± 0.04stat ± 0.49syst)% , (7.3.4)

where the systematic uncertainty quoted accounts for sample-to-sample variations.
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(a) MT trigger efficiency results. (b) MTµ trigger efficiency results.

(c) MTe trigger efficiency results.

Figure 7.9: Overall trigger efficiency for a) MT , b) MTµ and c) MTe triggers for nor-
malisation (εn) and signal-like (εs) events in each data sample and εs

εn
ratio.

171



Table 7.4: Trigger efficiency results summary. The normalisation trigger efficiency, εn,
is the efficiency of the MT trigger for collection of K+ → π+π+π− events passing the
normalisation selection. The signal trigger efficiency, εs, is the effective efficiency (defined
by equation 7.3.1) of the MT , MTµ and MTe triggers for collection of signal-like events.

Sample εn [%] εs [%] εs
εn

17D 92.260± 0.035 84.0± 2.0 0.911± 0.022
17C 92.400± 0.055 82.6± 3.1 0.894± 0.033
17B 92.605± 0.022 84.7± 1.0 0.914± 0.011
17A 92.445± 0.033 85.6± 1.5 0.926± 0.016
18A 93.567± 0.065 75.0± 3.6 0.801± 0.038
18B 93.348± 0.036 84.2± 1.5 0.902± 0.016
18C 93.25± 0.10 86.2± 5.6 0.924± 0.060
18D 93.568± 0.036 84.8± 1.9 0.907± 0.020
18E 93.413± 0.042 84.4± 2.1 0.904± 0.022
18F 92.985± 0.049 83.8± 2.3 0.902± 0.024
18G 93.686± 0.040 85.2± 1.8 0.910± 0.020
18H 93.367± 0.062 85.0± 3.2 0.911± 0.035
17 92.511± 0.027 84.6± 1.4 0.915± 0.015
18 93.425± 0.046 84.4± 2.3 0.904± 0.024
17+18 93.178± 0.041 84.2± 2.1 0.903± 0.022

7.3.2.2 Study of energy dependence of LKr10(20) L0 Trigger Components

The LKr10(20) L0 trigger components have an efficiency which depends on the energy
deposited in the LKr. A ‘turn on’ curve is expected around the threshold set at trigger
level of 10(20) GeV. To measure this energy dependence no check is made on the event
passing the energy threshold and numerator and denominator counts, of events selected
and all events respectively, are made in 0.5 GeV wide bins of energy. The trigger is
sensitive to all energy deposition in the LKr inside the trigger window, including energy
associated to the three selected tracks as well as any other pileup tracks or photons in the
event, as well as being sensitive to detector timing glitches. The latter effects are difficult
to simulate precisely, while the energy deposited in the LKr associated with the three
selected charged tracks, E3trk

LKr, can be simulated and therefore this variable is used for the
study of trigger efficiency energy dependence. This allows the resulting measurement to
be applied to simulations, which do not contain trigger decisions, to emulate the response
of the trigger. More details on this, and its use in calculating background expectations,
will be given in section 7.5.8.1.

The efficiency of the L0 LKr10 and LKr20 trigger components as a function of E3trk
LKr

are shown by figures 7.10a( 7.10b) and 7.11a( 7.11b) respectively for normalisation(signal-
like) events. Results are consistent between normalisation and signal-like events, as ex-
pected since the dependence is on the energy deposited in the LKr and not the species
of particle. Because of the higher statistics available for normalisation events the asso-
ciated models are used to describe the energy dependence of the LKr10 and LKr20 L0
trigger components. The overall efficiency is higher for the signal-like events, due to the
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Figure 7.10: L0 LKr10 trigger component efficiency as a function of energy deposited in the
LKr associated to the selected 3 charged tracks, E3trk

LKr, for normalisation K+ → π+π+π−

(a) and signal-like (b) events in the full 2017+2018 data-set. The black line and label
gives the overall average efficiency and models describing the shape as a function of E3trk

LKr

are shown.

Table 7.5: LKr10(20) trigger efficiency for each signal mode. Uncertainties include statisti-
cal and systematic components, the latter dominates and is due to data sample-to-sample
variations and the precision of the data-driven correction to the energy deposition spectra
(see section 7.5.8.1).

Channel εLKr10 [%] εLKr20 [%]
K+ → π−µ+e+ 97.5± 1.3 74.1± 1.6
K+ → π+µ−e+ 97.5± 1.3 73.3± 1.6
K+ → π+µ+e− 97.6± 1.3 75.4± 1.6

K+ → π+[µ−e+]π0 93.3± 1.2 45.3± 1.0
K+ → π+[µ+e−]π0 92.7± 1.2 44.8± 1.0

presence of a tagged electron track with 0.95 < E/p < 1.05, when compared to normal-
isation K+ → π+π+π− events which deposit less energy on average. This is illustrated
by figure 7.12 which shows the measured LKr10 and LKr20 trigger efficiency curves su-
perimposed on the E3trk

LKr distributions expected (from simulations) for normalisation and
signal events. Distributions for the three K+ → πµe and two K+ → π[µ∓e±]π0 decays are
similar so averages are displayed. The distribution for K+ → π[µ∓e±]π0 decays is shifted
to lower energies because the e±, which is responsible for the largest energy deposition,
is produced in the intermediate π0 decay and therefore has a lower average momentum.
Measurements of the effective LKr10(20) trigger efficiency for each signal mode are sum-
marised in table 7.5.
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(b)

Figure 7.11: L0 LKr20 trigger component efficiency as a function of energy deposited in the
LKr associated to the selected 3 charged tracks, E3trk

LKr, for normalisation K+ → π+π+π−

(a) and signal-like (b) events in the full 2017+2018 data-set. The black line and label
gives the overall average efficiency and models describing the shape as a function of E3trk

LKr

are shown.

10 20 30 40 50 60
 Total energy deposit in LKr calorimeter [GeV] 

0

0.2

0.4

0.6

0.8

1

T
rig

ge
r 

ef
fic

ie
nc

y
 

 

0

0.01

0.02

0.03

0.04

0.05
P

ro
b

ab
ili

ty
 o

f 
en

er
g

y 
d

ep
o

si
ti

o
n

      (data)      
Trigger efficiencies

LKr10

LKr20

 (MC)−π+π+π→+K

e (MC)µπ→+K

 (MC)  0π]
±e

±

µ[+π→+K

 

Figure 7.12: Summary plot showing the trigger efficiency of the LKr10 and LKr20 L0
trigger components as a function of the energy deposited by the selected three charged
tracks, E3trk

LKr, and the expected distribution of E3trk
LKr for normalisation K+ → π+π+π−

and signal K+ → πµe or K+ → π[µ∓e±]π0 events. The E3trk
LKr distributions are derived

from simulations with corrections applied to Eπ according to procedure described in sec-
tion 7.5.8.1.
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(a) (b)

Figure 7.13: Trigger efficiency measurements for each trigger component and their com-
bination for the 2017B (a) and 2018D (b) data samples for normalisation (εn = εMT ) and
signal-like (εs) events with εs

εn
ratio.

7.3.2.3 Studying Changes to the L1 Component of the MTµ Trigger

The MTµ L1 trigger definition was changed, from run 9462 (in the 2018B data sample),
from KTAG*StrEx to KTAG*StrMT*!LAV while the other two triggers maintain the
former L1 definition. This change has implications for the trigger efficiencies and the
calculation of sample size and single event sensitivities, see section 7.4.2, of importance
because of the significant fraction of events arising from this trigger, see section 7.2.5. The
change decreased the output rate from the trigger and, because of independent changes
to other triggers, bandwidth was available for the L0 downscaling factor to be reduced
from 10 to 5, see figure 7.2b. This significantly increased the fractional contribution of the
MTµ trigger to the search for K+ → πµe for the 2018 data sample relative to that from
2017 where contributions from the MTe and MTµ triggers were approximately equal.

To study the impact of this change the large data samples 17B and 18D (one before
and one after the change) are considered. The efficiency breakdown for the trigger com-
ponents and their combination for these samples are shown in figures 7.13a and 7.13b. In
general good agreement can be seen, for both signal-like and normalisation events, except
cases including the L1 MTµ trigger where a clear decrease in efficiency is observed.

To further understand the L1 trigger the HLT (high level trigger) software can be
re-run for both data and simulations at analysis level. This allows identical algorithms
to those run for the L1 trigger in the PCfarm during data-collection to be applied and a
detailed analysis of the behaviour of the L1 trigger to be performed. Importantly in this
case it allows the two STRAW L1 algorithms, StrEx and StrMT defined in section 7.1.3,
to be run on the same data-sample and the efficiency compared directly. The L1 MT and
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Figure 7.14: The efficiency of L1 STRAW trigger algorithms StrEx (a) and StrMT (b)
measured for normalisation events passing the L0 MT and MTµ triggers respectively and
shown as a function of run number for the 2018B data sample.

2

33

(a) (b)

Figure 7.15: The efficiency of L1 STRAW trigger algorithms StrEx (a) and StrMT (b)
evaluated using the HLT for normalisation events passing the L0 MT and MTµ triggers
respectively and shown as a function of run number for the 2018B data sample.

MTµ STRAW trigger efficiencies (which use the StrEx and StrMT algorithms respec-
tively) are compared in figures 7.14a and 7.14b using direct measurements from the data
and in figures 7.15a and 7.15b using HLT measurements. The efficiency for the StrMT
algorithm is consistently seen to be approximately 90% as opposed to the approximately
95% efficiency found for the StrEx algorithm. The measured MTµ L1 STRAW trigger
efficiency for normalisation events for the 2018B sample is shown in figure 7.16a and the
effect of the change in algorithm (from run 9462) can be clearly observed. This change in
algorithm definition accounts for effectively all of the decrease in MTµ trigger efficiency.
In contrast, the decrease in efficiency by addition of the L1 !LAV algorithm is small be-
cause of the LAV veto applied in the common selection (and which is therefore part of
both the signal and normalisation selections). The L1 !LAV trigger algorithm efficiency
for the MTµ trigger is shown in figure 7.16b for the 2018B sample as an example, with
value of above 99%.
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Figure 7.16: (a) The measured L1 STRAW trigger algorithm efficiency for normalisation
events passing the L0 MTµ trigger as a function of run number for the 2018B data sample.
The change in efficiency between the first runs and latter runs is due to the change in
algorithm and the efficiencies of approximately 95% and 90% before and after the change
respectively are consistent with measurements shown in figures 7.14 and 7.15.
(b) The measured L1 !LAV trigger algorithm efficiency for normalisation events passing
the L0 MTµ trigger as a function of run number for the 2018B data sample.

7.4 Sample Size and Sensitivity

7.4.1 Bad Bursts

During central processing of NA62 data automatic quality checks are performed for each
system and if problems are identified then the relevant bursts or events are marked as
‘bad bursts’ or ‘bad events’. During analysis of the data sample bursts or events marked
as bad for systems used in the analysis are rejected. There are 82.5 × 103 bad bursts
rejected in the K+ → πµe search and the breakdown of the source of the bad bursts is
given in figure 7.17.

7.4.2 Sample Size

The size of the data sample is expressed in terms of NK , the effective number of K+ decays
in the fiducial decay volume. In general the value of NK for a given data sample collected
with signal trigger(s), Ts, is calculated with respect to the number of selected events
Nn of a normalisation decay, Kn, collected with a normalisation trigger Tn, correcting
for the normalisation selection acceptance, An, the downscaling factors of the signal and
normalisation triggers, Dn and Ds, and the normalisation trigger efficiency, εn, according
to

NK(Ts|Tn, Kn) =
Nn

BnAn
Dn

Ds

1

εn
. (7.4.1)

For the K+ → πµe search Kn = K3π, with normalisation selection acceptance A3π =
(10.177 ± 0.002)% and branching ratio B3π given in table 2.2, Ts =MT +MTµ +MTe,
Tn =MT and correspondingly Dn = DMT and Ds = Deff , the effective trigger downscal-
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Figure 7.17: Detailed breakdown of the systems responsible for bad bursts, for only
systems checked for the K+ → πµe search (2017+2018 data), considering (a) exclusive
bad bursts, due exclusively to one system alone and (b) all bad bursts inclusively.

ing factor given by

Deff =
1

1−
(

1− 1
DMT

)(
1− 1

DMTµ

)(
1− 1

DMTe

) , (7.4.2)

as derived in appendix F. Therefore, for this case, the general equation 7.4.1 becomes

NK(MT +MTµ+MTe|MT,K3π) =
N3π

B3πA3π

DMT

Deff

1

εn
. (7.4.3)

Since downscaling factors can and do vary during data-taking, see figure 7.2d, the calcu-
lation of NK is strictly only valid for a group of runs with constant trigger configurations
and to find the total NK for a data sample the individual values for each period are
summed. Therefore

NK =
∑
i

N i
K =

1

B3πA3π

·
∑
i

(
N i

3π

Di
MT

Di
eff · εin

)
, (7.4.4)

where the index i runs over data-taking periods (consecutive groups of runs) defined by
constant trigger downscaling factors. The total number of selected normalisation events
collected with the MT trigger in the full data-set is

∑
i

N i
3π = 2.73× 108.

The uncertainty of NK is composed of three terms: a statistical term, σstatNK
, from

the normalisation selection acceptance and measurement of MT trigger efficiency for
normalisation K3π events (combined this is approximately 0.05%), an external term,
σextNK

from the uncertainty on the branching ratio of the normalisation channel (B3π =
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(5.583± 0.024)% [13], a 0.4% relative uncertainty) and a systematic uncertainty σsystNK
aris-

ing from differences between MC simulations and data (primarily due to description of
the beam momentum and STRAW efficiency) and estimated to be 1%.

The NK results for each data sample are summarised in table 7.6. For the full
2017+2018 data-set NK = (1.321± 0.014)× 1012.

Table 7.6: Summary of sample size results showing NK for data collected with the MT ,
MTµ and MTe triggers and normalising to K+ → π+π+π− events collected with the
MT trigger. The total uncertainties quoted with breakdown into statistical, external and
systematic components given in brackets.

Sample NK × 1011

17D 0.3703± 0.0040tot (±0.0002stat ± 0.0016ext ± 0.0037syst)
17C 0.2527± 0.0028tot (±0.0002stat ± 0.0011ext ± 0.0025syst)
17B 1.982± 0.022tot (±0.001stat ± 0.009ext ± 0.020syst)
17A 1.000± 0.011tot (±0.001stat ± 0.004ext ± 0.011syst)
18A 0.2336± 0.0025tot (±0.0002stat ± 0.0010ext ± 0.0023syst)
18B 1.940± 0.021tot (±0.001stat ± 0.008ext ± 0.019syst)
18C 0.2789± 0.0031tot (±0.0003stat ± 0.0012ext ± 0.0028syst)
18D 1.989± 0.022tot (±0.001stat ± 0.009ext ± 0.020syst)
18E 1.523± 0.017tot (±0.001stat ± 0.007ext ± 0.015syst)
18F 1.165± 0.013tot (±0.001stat ± 0.005ext ± 0.012syst)
18G 1.739± 0.019tot (±0.001stat ± 0.008ext ± 0.017syst)
18H 0.7292± 0.0080tot (±0.0005stat ± 0.0031ext ± 0.0073syst)
17 3.605± 0.039tot (±0.001stat ± 0.016ext ± 0.036syst)
18 9.60± 0.10tot (±0.01stat ± 0.04ext ± 0.10syst)
17+18 13.21± 0.14tot (±0.01stat ± 0.06ext ± 0.06ext ± 0.13syst)

7.4.3 Single Event Sensitivity

The analysis ultimately relies on the measurement of, or setting an upper limit on, the
branching ratio for a signal decay, Bs, relative to the normalisation channel K+ →
π+π+π−. The number of signal events observed (or upper limit on the number of signal
events), ns, is given by

ns =
Bs
BSES

, (7.4.5)

where the single event sensitivity, the branching ratio corresponding to observation of one
signal event, is defined as

BSES =
1

NKεsAs
=

1

As

B3πA3π

N3π

Deff

Dn

εn
εs

, (7.4.6)

where As is the signal acceptance, and εs is the signal trigger efficiency, see also ap-
pendix F.2. This definition has the same form as equation 5.1.2 from the K+ → π+νν̄
analysis, although here no random veto term is added explicitly since there is no significant
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additional random veto introduced by the signal selection with respect to the normalisa-
tion selection. The single event sensitivities for each data-taking period are determined
individually according to

BiSES =
1

N i
KAsε

i
s

= B3π
A3π

As

1

N i
3π

Di
eff

Di
MT

εin
εis

, (7.4.7)

and combined for the full data-set according to

BSES =

[∑
i

(BiSES)−1

]−1

. (7.4.8)

The uncertainty on BSES primarily arises from the uncertainty on NK which is of
order 1% (total) and the signal trigger efficiency which is of order 3% (added to statistical
term). To this is added (to the statistical term) the uncertainty on the signal accep-
tance which has relative uncertainty of order 0.5% and (to the systematic term) a factor
accounting for fractional differences in results calculated using the measured effective trig-
ger efficiency (using signal-like events passing K+ → πµe selection in the control region)
and the emulated trigger efficiency (as applied as event weights to simulated events, see
section 7.5.8.1), which is channel-dependent and of order 1%.

Using the acceptances displayed in table 7.3 and the NK and trigger efficiency results
for each data-taking period, reported in tables 7.6 and 7.4 respectively (and accounting
for channel-specific effects encapsulated in event weights), the BSES is calculated for each
period and combined to give an overall figure for the search for each K+ → πµe decay
mode in the 2017+2018 data-set, shown in table 7.7.

In the case of decay K+ → π+µ+e− the sensitivity has clearly not reached the
level of the previous world best result (see table 7.1), and this is without applying the
Dalitz rejection cut that would be required to reject background in the signal region
but decreases acceptance significantly. Since the previous limit for this mode is from a
dedicated experiment it is understandable that for this mode NA62 is not yet able to
compete, however the fact that the same order of magnitude of single event sensitivity
is achieved is promising for potential future NA62 work including data taken after the
current CERN long shutdown (in 2021–2024), see section 7.7.4.

For the π0 → µ∓e± decay modes NK must be replaced in equation 7.4.6 with Nπ0 =
NKB(K+ → π+π0) which decreases the sensitivity to these modes by approximately a
factor of five, in addition with the acceptance loss by approximately a factor of two.
Combined these effects mean the sensitivity for these modes reaches a similar level to the
previous charged-combined upper limits (B(π0 → µ∓e±) < 36 × 10−11 @90%CL [13] [173])
and potential for improvement on charge-specific limits [13] [171] [263] exists.

For the LNV and LFV decay K+ → π−µ+e+ and LFV decay K+ → π+µ−e+ the
sensitivity achieved is sufficient for a significant improvement over previous world-best
limits which are O(50 × 10−11). Because of the above facts these two modes are the
primary focus of the remainder of the chapter, with secondary focus on the π0 → µ−e+

channel. To fully evaluate the sensitivity of the search the background must be understood
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and only if this is held to an acceptably small level can improved results be reached. The
evaluation of background expectations is the subject of section 7.5, using these results the
ultimate sensitivity for the searches is derived in section 7.6.

Table 7.7: Summary of the single event sensitivities for the searches for K+ → πµe decays
in the 2017+2018 data-set.

Case BSES × 10−11

K+ → π−µ+e+ 1.836± 0.084tot (±0.046stat ± 0.008ext ± 0.070syst)
K+ → π+µ−e+ 1.449± 0.049tot (±0.036stat ± 0.006ext ± 0.032syst)
K+ → π+µ+e− 1.461± 0.061tot (±0.036stat ± 0.006ext ± 0.049syst)

K+ → π+[µ−e+]π0 14.00± 0.94tot (±0.35stat ± 0.08ext ± 0.86syst)
K+ → π+[µ+e−]π0 15.9± 1.1tot (±0.4stat ± 0.1ext ± 1.0syst)

7.5 Background Studies

7.5.1 Calculation of Expected Number of Background Events

Background studies are performed using simulations (with one exception described in
section 7.5.6). If nobsMC events are observed to pass the signal selection the number of
events expected in the data sample is predicted to be

Nbg = nobsMCfscalewMCwtwpwSwPID , (7.5.1)

where fscale is the scale factor used to normalise the simulation sample to the data, defined
as

fscale =
NKB
NMC

, (7.5.2)

where NMC is the number of simulated events with a K+ decay, with branching ratio B,
in the FV (105 < z < 180 m). The wx weight terms in equation 7.5.1 encode data-driven
corrections for special MC simulation settings, trigger efficiency, momentum, STRAW in-
efficiency and PID respectively and are discussed in sections 7.5.7.1, 7.5.8.1, 7.5.8.2, 7.5.8.3
and 7.5.4. These weight factors are applied event-by-event so the total number of back-
ground events predicted may be more accurately described as

Nbg = fscale
∑
i

wiMCw
i
tw

i
pw

i
Sw

i
P ID . (7.5.3)

7.5.2 Background Mechanisms

Potential backgrounds for the search for K+ → πµe decays arise from two types of mech-
anisms: decays in flight (DIF) and misidentification (misID). The potential background
mechanisms studied are summarised in table 7.8 where decays in flight, for example,
π± → µ±νµ are displayed with shorthand π± → µ± and misidentification of, for example,
π± as an e± is shown with shorthand π± ⇒ e±.
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Table 7.8: Summary of background mechanisms for K+ → π∓µ±e searches.

Background Abbr. Case π− Channel µ− Channel
Process (FS = π−µ+e+) (FS = π+µ−e+)

K+ → π+π+π− K3π A π+ → µ+ DIF + π+ ⇒ e+ misID π− → µ− DIF + π+ ⇒ e+ misID
B π+ ⇒ µ+ misID + π+ ⇒ e+ misID π− ⇒ µ− misID + π+ ⇒ e+ misID
C π+ → µ+ DIF + π+ → e+ DIF π− → µ− DIF + π+ → e+ DIF
D π+ ⇒ µ+ misID + π+ → e+ DIF π− ⇒ µ− misID + π+ → e+ DIF

K+ → π+[e+e−γ]π0 K2πD A π+ → µ+ DIF + e− ⇒ π− misID
B π+ ⇒ µ+ misID + e− ⇒ π− misID
C e− ⇒ µ− misID
D π+ ⇒ e+ misID + e+ ⇒ µ+ misID + e− ⇒ π− misID π+ ⇒ e+ misID + e+ ⇒ π+ misID + e− ⇒ µ− misID
E π+ → e+ DIF + e+ ⇒ µ+ misID + e− ⇒ π− misID π+ → e+ DIF + e+ ⇒ π+ misID + e− ⇒ µ− misID

K+ → µ+νµ[e+e−γ]π0 Kµ3D A e− ⇒ π− misID
B π+ ⇒ e+ misID + e− ⇒ µ− misID
C µ+ ⇒ e+ misID + e+ ⇒ µ+ misID + e− ⇒ π− misID µ+ ⇒ e+ misID + e+ ⇒ π+ misID + e− ⇒ µ− misID

K+ → e+νe[e
+e−γ]π0 Ke3D A e+ ⇒ µ+ misID + e− ⇒ π− misID e+ ⇒ π+ misID + e− ⇒ µ− misID

K+ → π+π−µ+νµ Kµ4 A π+ ⇒ e+ misID
B π− → µ− DIF + π+ ⇒ e+ misID
C π+ → µ+ DIF + µ+ ⇒ e+ misID π− → µ− DIF + µ+ ⇒ e+ misID
D π+ ⇒ µ+ misID + µ+ ⇒ e+ misID π− ⇒ µ− misID + µ+ ⇒ e+ misID

K+ → π+π−e+νe Ke4 A π+ → µ+ DIF π− → µ− DIF
B π+ ⇒ µ+ misID π− ⇒ µ− misID
C π+ ⇒ e+ misID + e+ ⇒ µ+ misID
D π+ → e+ DIF + e+ ⇒ µ+ misID

K+ → π+µ+µ− Kπµµ A π+ ⇒ e+ misID + µ− ⇒ π− misID π+ ⇒ e+ misID + µ+ ⇒ π+ misID
B π+ ⇒ e+ misID + µ− ⇒ π− misID π+ ⇒ e+ misID + µ+ ⇒ π+ misID
C µ+ ⇒ e+ misID

K+ → π+e+e− Kπee A π+ → µ+ DIF + e− ⇒ π− misID
B π+ ⇒ µ+ misID + e− ⇒ π− misID
C e+ ⇒ µ+ misID e− ⇒ µ− misID
D π+ ⇒ e+ misID + e− ⇒ π− misID + e+ ⇒ µ+ misID π+ ⇒ e+ misID + e+ ⇒ π+ misID + e− ⇒ µ− misID
E π+ → e+ misID + e− ⇒ π− misID + e+ ⇒ µ+ misID π+ → e+ misID + e+ ⇒ π+ misID + e− ⇒ µ− misID

K+ → µ+νµµ
+µ− Kµνµµ A µ+ ⇒ e+ misID + µ− ⇒ π− misID µ+ ⇒ e+ misID + µ+ ⇒ π+ misID

K+ → e+νeµ
+µ− Keνµµ A µ− ⇒ π− misID µ+ ⇒ π+ misID

K+ → µ+νµe
+e− Kµνee A e− ⇒ π− misID

B µ+ ⇒ π+ misID
K+ → e+νee

+e− Keνee A e+ ⇒ µ+ misID + e− ⇒ π− misID e+ ⇒ π+ misID + e− ⇒ µ− misID

7.5.3 Decay In Flight Studies

For the K+ → πµe analysis the only important decay in flight processes are pion decays
π± → `±ν` (where ` = e, µ). The probability of π+ → µ+νµ and π+ → e+νe decays as a
function of the momentum of the parent pion is displayed in figures 7.18a and 7.18b. As
expected the relationship seen in the two cases is similar. Of interest for the analysis is the
amount of energy/momentum that a neutrino can carry away (since in the analysis the
total momentum must be within 2.5 GeV/c of the beam momentum and the transverse
momentum less than 0.030 GeV/c), this is shown by figures 7.18c and 7.18d. The DIF
probabilities for π± are momentum-dependent, due to the relationship between momen-
tum and mean free path due to the fixed mean π± lifetime, with a probability of 7.5% on
average, with suppression by approximately four orders of magnitude for π± → e±νe de-
cays with respect to π+ → µ+νµ decays due to the relative size of the branching ratios, [13]

B(π+ → µ+νµ) = 0.9998770± 0.0000004 , (7.5.4)

B(π+ → e+νe) = (1.230± 0.004)× 10−4 . (7.5.5)
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Figure 7.18: Probability of (a) π+ → µ+νµ or (b) π+ → e+νe decays in flight (in the FV)
as a function of the charge multiplied by the momentum of the parent π±, qp. The DIF
probability is shown in the two dimensional plane of neutrino momentum, pν , and qp for (c)
π+ → µ+νµ or (d) π+ → e+νe decays in flight. These results are calculated by studying
‘true’ information from simulations before reconstruction from (for a and c) standard
K+ → π+π+π− simulations and (for b and d) a special simulation sample with modified
π± branching ratios so Br(π± → µ±νµ) = Br(π± → e±νe) = 0.5 (the corresponding bias
is accounted for when calculating the probability with the ‘true’ branching ratios).
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7.5.4 Particle Identification and Misidentification Studies

7.5.4.1 Introduction and Overview

The objective of the study is to find the probability that, given a particle has a true
identity X±, an identity Y ± is assigned using the PID selection applied in the K+ → πµe
selection, P (X±ID|Y ±true) for X±, Y ± ∈ [π±, µ±, e±]. In general these probabilities depend
most strongly on the momentum of the charged track and may differ between charges,
for this reason studies are generally performed as a function of the track charge times
momentum, qp.

For the analysis four key misidentification mechanisms enter, to construct back-
ground models the corresponding misidentification probabilities must be evaluated:

1. π± ⇒ e± misidentification (LKr only): the probability of a π± track having LKr
0.95 < E/p < 1.05. This is momentum dependent with value P ∼ 4× 10−3.

2. e± ⇒ π± misidentification (LKr only): the probability of a e± track having LKr
E/p < 0.9. This is momentum dependent with value P ∼ 0.02.

3. Accidental association of tracks with MUV3 candidates. This is one component of
e± ⇒ µ± misidentification (the other being E/p < 0.2 with probability ∼ 10−4).
This has significant momentum and (x, y) dependence with value P ≤ 10−3.

4. π± ⇒ µ± misidentification (LKr + MUV3): the probability of a π± track having
E/p < 0.2 and with exactly 1 matching in-time MUV3 candidate. This is momen-
tum dependent and charge asymmetric with value P ∼ 3× 10−3.

Each of these are addressed in detail in sections 7.5.4.3, 7.5.4.4, 7.5.4.5 and 7.5.4.6 respec-
tively. To measure these quantities, and the PID efficiency (the probability of correctly
identifying a given particle species), dedicated studies have been performed using control
samples of data for all but the last case where simulations must be used. The selections
used to isolate these control samples are given in appendix G. These selections are designed
to isolate samples of a particular particle species of interest, with as little contamination
as possible from other particle species (see section 7.5.4.2) while using selection criteria
which do not include the detectors used for the PID selection.

It is important to use control selections which match the signal selection as closely
as possible to avoid introducing bias into background estimates which use PID models
constructed for a different ‘PID selection environment’. For example measurements using
control samples with and without use of photon veto requirements are found to change
results by ∼ 5% and introducing exclusion requirements on the distance between an LKr
cluster and a dead cell may change results by up to 20% (found to be most significant for
e± ⇒ π± misID measurements). Pileup can also create noticeable differences, especially
in µ± ID or misID scenarios using the MUV3 and in simulation studies the effect of pileup
is emulated based on a data-driven model.

Data collected with the minimum bias multi-track (MT ) and general purpose min-
imum bias (CTRL) triggers have been used for these studies to remove bias from PID
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requirements applied at trigger level. Results from the two trigger streams are found to
be compatible but more statistics are available when using the MT trigger, this also has
the advantage that the same data-set as used for the main analysis can be used.

7.5.4.2 Control Sample Contamination studies

Where possible data-driven measurements are used and it is therefore important to un-
derstand the purity of the selected control sample. Contamination of the control samples
limits the accuracy and precision of the PID studies. Consider the study of misidentifica-
tion process Xtrue ⇒ YID. If the selected control sample of X is contaminated by species
Y then assigning a track the identity Y could mean a true Y particle has been correctly
identified, instead of observation of the Xtrue ⇒ YID misidentification mechanism.

The contamination is studied by applying the control selections to a variety of
simulation samples of possible ‘background’ decay processes and the number of events
passing each selection is determined. Then, taking into account the relative branching
ratio of the ‘signal’ control sample mode and the potential ‘background’ simulated mode
the level at which this ‘background’ can contribute to the selected control sample can be
established. Specifically the relative contamination or contamination factor C(KX , Kc) is
calculated for each pair of control decay Kc = K3π, Kµ2, K2πD and potential background
KX . This contamination factor is defined as

C(KX , Kc) =
B(KX)Ac(KX)

B(Kc)Ac(Kc)
, (7.5.6)

where B(KX) and B(Kc) are the branching ratios of the control and background decays
respectively and Ac is the acceptance for the control sample selection for the control
sample decay Kc.

The control sample selection acceptances are shown in table 7.9 and the contam-
ination factors are given in table 7.10. When studying π± ⇒ e± or e± ⇒ π± misID
the MUV3 conditions are common between the two particle identities and therefore only
the LKr PID component must be studied. This means a MUV3 veto condition can be
applied in the control sample selections to isolate π± (from K+ → π+π+π− decays) and
e± (from K+ → π+[e+e−γ]π0 decays). The stringent K+ → π+[e+e−γ]π0 control sample
selection results in limited statistics to test the contamination. In table 7.10, cases where
no events pass the control selection for a ‘background’ simulation sample are included as
if 1 event was observed with 100% uncertainty. This approximation is used in a number
of cases for the contamination study of the K+ → π+[e+e−γ]π0 selection, importantly in
the cases of K+ → µ+νµ, K+ → π+π0 and K+ → π+π0π0 which are likely smaller than
the approximate results. However, in all cases the level of contamination identified is
sufficiently small to allow the required misidentification studies with negligible bias from
contamination.

The contamination has also been studied as a function of the momentum of the
track. This is important because of the different momentum spectra of charged particle
tracks from different decays and potential differences in rejection of ‘background’ processes
as a function of momentum using (primarily) kinematic control selections. The results
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are shown in figures 7.19a, 7.19c and 7.19b for the K+ → π+π+π−, K+ → µ+νµ and
K+ → π+[e+e−γ]π0 control samples (for studies of π±, µ+ and e± respectively). A clean
sample of e± is difficult to obtain, to select the K+ → π+[e+e−γ]π0 control sample with
sufficiently low contamination requires a stringent selection with a small acceptance. An
alternative case, selecting a control sample of single-track K+ → π0e+νe decays, was
considered where a larger acceptance of (5.07 ± 0.04)% was achieved but which suffers
from more significant and momentum dependent contamination (from K+ → π+π0 which
cannot be reduced further kinematically), as shown by figure 7.19d. This alternative
case results in an e+ sample with contamination dominated by π+ at higher momenta, in
contrast using the K+ → π+[e+e−γ]π0 control sample gives both e+ and e− samples with
contamination primarily from other decays with e± in the final state.

Table 7.9: Control sample selection acceptances.

Case Acceptance
K+ → π+π+π− (with MUV3 veto) (9.80567± 0.0025)%

K+ → µ+νµ (purely kinematic selection) (16.43970± 0.00040)%
K+ → π+[e+e−γ]π0 (with MUV3 veto) (0.4828± 0.0010)%

Table 7.10: Control sample contamination factor results. The control sample selections
for K3π = K+ → π+π+π− and K2πD = K+ → π+[e+e−]π0 include a MUV3 veto while a
purely kinematic selection is used for Kµ2 = K+ → µ+νµ.

Decay C(KX , K3π) C(KX , Kµ2) C(KX , K2πD)
K+ → π+π+π− 1 (4.76± 0.13)× 10−6 (3.3± 3.3)× 10−5

K+ → µ+νµ (5.03± 0.80)× 10−5 1 (5.9± 5.9)× 10−4

K+ → π+[e+e−γ]π0 (2.16± 0.46)× 10−7 (6.45± 0.26)× 10−7 1
K+ → π+π0 (2.03± 0.42)× 10−6 (6.50± 0.18)× 10−5 (4.1± 4.1)× 10−4

K+ → π0µ+νµ (2.72± 0.30)× 10−6 (2.737± 0.074)× 10−6 (1.5± 1.5)× 10−5

K+ → π0e+νe (3.39± 0.82)× 10−6 (4.45± 0.22)× 10−6 (6.5± 2.5)× 10−4

K+ → µ+νµ[e+e−γ]π0 (4.8± 1.8)× 10−8 (3.04± 0.34)× 10−8 (3.2± 3.2)× 10−4

K+ → e+νe[e
+e−γ]π0 (2.3± 1.6)× 10−8 (4.15± 0.52)× 10−8 (8.95± 0.79)× 10−4

K+ → π+π0π0 (2.5± 1.1)× 10−8 (1.39± 0.19)× 10−6 (2.3± 2.3)× 10−4

K+ → π+π−µ+νµ (2.2± 1.4)× 10−8 (1.12± 0.72)× 10−9 (2.5± 2.5)× 10−8

K+ → π+π−e+νe (1.310± 0.011)× 10−6 (3.458± 0.078)× 10−9 (5.92± 0.20)× 10−5

K+ → π+µ+µ− (3.6± 3.6)× 10−12 (8.0± 1.3)× 10−12 (1.7± 1.7)× 10−6

K+ → π+e+e− (5.2± 5.2)× 10−12 (1.534± 0.050)× 10−9 (1.056± 0.048)× 10−5

Total (8.08± 0.91)× 10−5 (7.91± 0.18)× 10−5 (2.90± 0.48)× 10−3

Main Contaminants Kµ2 K2π Ke3 , Ke3D

7.5.4.3 π± ⇒ e± Misidentification Studies

A control sample of K+ → π+π+π− events is selected without using the LKr (but applying
a MUV3 veto condition to reject events with π± → µ±νµ decays in flight), as discussed
above and with full selection details given in appendix G. The contamination of the π±

sample from other particles is less than 10−4 (and less than 10−5 from e±, see table 7.10
and figure 7.19a), and because the probability of π± → e+νe decays in flight is < 10−5
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Figure 7.19: Particle identification study control sample contamination factors (defined
by equation 7.5.6) as a function of track momentum, p, for: a) K+ → π+π+π− providing
π± samples, c) K+ → µ+νµ providing a µ+ sample b) K+ → π+[e+e−γ]π0 providing e±

samples and d) K+ → π0e+νe, a selection with higher acceptance providing an alternative
e+ sample but suffering from larger contamination.
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Figure 7.20: Probability of π± ⇒ e± misidentification as a function of track charge
times momentum for the control sample of π± tracks from a K+ → π+π+π− sample
selected in: (a) data collected with the minimum-bias three track (MT ) trigger and (b)
K+ → π+π+π− simulations. Note that the maximum of the y axis scale has been doubled
in (b). The models describing the distributions, from fits to the measurements, are shown
by the dark red lines.

in each momentum bin (see figure 7.18b) this study is dominated by genuine cases of
π± ⇒ e± misidentification.

The precise measurement made is the π± ⇒ e± misidentification probability (of
0.95 < E/p < 1.05 and exactly one LKr cluster within 100 mm of the impact point at the
LKr front plane and 5 ns of the track time) given that there were exactly 0 in-time MUV3
associations: P (π± ⇒ e±|0 MUV3) = P (0.95 < E/p < 1.05|0 MUV3) as a function of
the charge times momentum of the reconstructed track, for results see figure 7.20a. The
results using simulations are shown for comparison in figure 7.20b and a clear difference
is observed in both magnitude and distribution with momentum. This makes using a
data-driven model for π± ⇒ e± essential, by running the selection on the simulations
without taking this into account the results differ by approximately a factor of two.

This method was developed in parallel with, and is the same as, that used for the
search for LNV decay K+ → π+e+e− [34] and cross checks were performed (using the same
PID requirements) with results in good agreement.

7.5.4.4 e± ⇒ π± Misidentification Studies

To study e± ⇒ π± misidentification e± tracks from a control sample of K+ → π+[e+e−γ]π0

decays are used, as described above. The selection is detailed in appendix G.2, and, as for
the π± ⇒ e± misidentification study, it does not use the LKr but includes a MUV3 veto.
This study explicitly measures the e± ⇒ π± misidentification probability (of E/p < 0.9
with the closest geometrically associated cluster time being within 5 ns of the track time)
given that that there were exactly 0 in-time MUV3 associations: P (e± ⇒ π±|0 MUV3) =
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Figure 7.21: Probability of e± ⇒ π± misidentification as a function of track charge times
momentum for the control sample of e± tracks from a K+ → π+[e+e−γ]π0 sample selected
in: (a) data collected with the minimum-bias three track (MT ) trigger and (b) data and
K+ → π+[e+e−γ]π0 MC simulations. Note that the maximum of the y axis scale has been
reduced in (b) for finer comparison and the blue points and model in (b) are the same as
those in (a). The models describing the distributions, from fits to the measurements, are
shown by the blue and red lines overlaid on top of the measurement points.

P (E/p < 0.95|0 MUV3) as a function of the charge times momentum of the reconstructed
track, for results see figure 7.21a. A comparison between results of studying data and
simulations is shown in figure 7.21b

The control sample of K+ → π+[e+e−γ]π0 decays is used, as opposed to the alter-
native of a control sample of K+ → e+νeπ

0 events. Particle identification study results
can differ between single-track and three-track cases and therefore the usage of the three-
track K+ → π+[e+e−γ]π0 decay better represents the environment under which possi-
ble misidentifications can occur in the signal selection, reducing bias. Furthermore, the
K+ → e+νeπ

0 sample suffers from contamination (with significant momentum depen-
dence) at the level of ∼ 10−3, while the K+ → π+[e+e−γ]π0 sample has a contamination
from non-electrons of < 10−4. This ensures that the dominant effect measured is due to
genuine e± ⇒ π± misidentification.

The methods used here are identical to those used above for π± ⇒ e± misidentifica-
tion which have been verified by comparison to the LNV K+ → π−e+e+ analysis [34]. By
extension this procedure, and the resulting measurement, are equally valid.

7.5.4.5 e± ⇒ µ± Misidentification

To misidentify an e± as a µ± the measured LKr E/p must be < 0.2. Generally this
means the e± is ‘lost’, either due to multiple scattering corrupting geometric matching
of clusters to tracks or showers starting upstream of the LKr or other problems with the
LKr or tracking. Additionally, there must be an accidental hit in the outer tiles of the
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Figure 7.22: Probability of candidate e± track, from a the control sample of K+ →
π+[e+e−γ]π0 decays in 2017+2018 data collected with the minimum-bias three track (MT )
trigger, being associated with E/p < 0.2 as a function of track charge times momentum.

MUV3 which is within 5 ns of the track time.

7.5.4.5.1 Low E/p
The probability of the first component, E/p < 0.2, is shown as a function of momentum
in figure 7.22, with the probability being O(10−3) overall. This measurement is severely
limited by the number of selected control sample events with e± candidates with E/p <
0.2. There is also a possibility of bias from contamination which could exist at the
O(10−3) level as shown in section 7.5.4.2, however simulation studies show similar results
and momentum dependence.

7.5.4.5.2 Accidental MUV3 Association
While the first component arises from potentially complex processes the latter, accidental
MUV3 matching, effect is possible to study in detail since it is a function of well-defined
quantities: a) the extrapolated position (x, y) of the track at the MUV3 plane, b) the track
momentum (which determines the search radius around the projected MUV3 position
(x, y) in which MUV3 hits may be associated to the track) and c) the time window for
matching between a track and MUV3 candidate. From the selection criteria a potential
accidental match of a track to a MUV3 hit occurs when: a) the extrapolated track (x, y)
at the MUV3 plane is within the MUV3 geometric acceptance, b) there is a MUV3 hit
within the search radius of the extrapolated MUV3 impact point which is c) in an outer
MUV3 tile and d) within 5 ns of the track time.

To study the probability of accidental associations information is used from stan-
dard templates of accidental MUV3 signals recorded in data in a 50 ns time window, in
sidebands with 45 < |tMUV 3− ttrig| < 75 ns, as a function of instantaneous beam intensity
and corresponding channel occupancy maps. The probability that a given MUV3 acci-
dental signal is in a certain outer MUV3 tile, is shown in figure 7.23a. This probability
is divided by 5 with respect to the template because the time window in the signal PID
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Figure 7.23: (a) The probability of an accidental signal in each outer MUV3 tile in a
10 ns time window. (b) The probability of having n accidental MUV3 signals for a given
instantaneous beam intensity, I. Each column of bins with the same I value is normalised
to 1, showing the most likely scenario is less than 5 accidental hits, and in general the
probability of having a larger number of hits increases with intensity.

selection is 10 ns wide, 5 times smaller than the one in which accidental hits are considered
in the template. The probability for n accidental hits for a given instantaneous intensity
I is displayed in figure 7.23b.

The instantaneous beam intensity for selected K+ → π+π+π− normalisation events
has been measured and a model constructed to describe it, as shown in figure 7.24a. The
distribution measured for K+ → π+π+π− normalisation events is consistent with that
for selected K+ → πµe events outside the blinded regions, as shown by figure 7.24b, and
therefore the same model can be used.

The probability of n accidental MUV3 signals, given the measured beam intensity
profile for the selected sample of data events, is shown by figure 7.25.

Using these measurements the probability of having n accidental hits is found by
multiplying P (n accidental hits | I)P (I) (effectively integrating over each horizontal n bin
in figure 7.25) and this is displayed in figure 7.26a. The probability of exactly one acci-
dental signal in the MUV3 in a given outer tile, accounting for the intensity dependence
using the above and in the 10 ns time window around the track time, is shown in figure
7.26b.

The probability of having exactly one accidental MUV3 signal in an outer tile inside
the search radius (momentum dependent) for a given extrapolated (x, y) position at the
MUV3 is shown for 4 example cases in figure 7.27 for tracks of momenta 10, 20, 30 and
50 GeV/c. To provide a more granular description each bin in these plots corresponds
to a virtual MUV3 ‘sub-tile’, where a 10 × 10 array of ‘sub-tiles’ is contained in each
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Figure 7.24: (a) The probability instantaneous beam intensity distribution for normalisa-
tion K+ → π+π+π− events, selected in 2017+2018 data collected with the MT trigger,
with model from fit to the measured distribution. (b) The probability instantaneous
beam intensity distribution for events passing the normalisation and signal selections (in
the control regions, CR) as well as for all events in the 2017+2018 data-set.
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Figure 7.25: The probability of having n accidental MUV3 signals and a given instan-
taneous beam intensity, I. Each column of bins with the same I value is normalised to
the probability of observing that intensity in a given data event in the selected sample,
determined by model shown in figure 7.24a.
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Figure 7.26: (a) The probability of n accidental MUV3 signals, accounting for the intensity
profile observed in data. (b) Probability of having exactly one in-time accidental signal
in each outer MUV3 tile.

physical MUV3 tile. A full model, such as the four examples shown, is constructed for
track momenta in the range 10–55 GeV/c with 1 GeV/c precision.

7.5.4.6 π± ⇒ µ± Misidentification Probability

The experimental signature of π± → µ±νµ decays in flight and π± ⇒ µ± misidentification
is effectively identical when the neutrino carries away a small fraction of the parent π±

momentum. This is the case preferentially selected by the analysis requirement that the
total three-charged-track momentum is within 2.5 GeV of the beam K+ momentum. Sim-
ulations show that the π± → µ±νµ decay in flight probability is ∼ 7.5% (see appendix H)
and is larger than the π± ⇒ µ± misidentification probability, meaning any measurement
of the probability of a π± becoming or ‘looking like’ a µ± in data is dominated by decays
in flight. Because of these facts the π± ⇒ µ± misidentification process is studied using
simulations.

To perform the study the sample used is π± from simulated K+ → π+π+π− decay
events passing the same PID control sample selection as for the π± ⇒ e± misidentifi-
cation studies (but without applying the MUV3 veto), and with no π+ decays in flight.
The selection is followed by a check to see if the π± tracks pass the µ± PID criteria.
The misidentification probability is calculated as a ratio where all selected events form
the denominator and those selected as µ± make up the numerator (binned in 1 GeV/c
intervals in the track charge times momentum, qp). The derived results for π± ⇒ µ±

misidentification probability are shown in figure 7.28.

Two mechanisms are responsible for π± ⇒ µ± misidentification: pileup and hadronic
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Figure 7.27: Probability of having exactly one in-time accidental signal associated with a
track with momenta 10, 20, 30 and 50 GeV/c, (a), (b), (c), (d) respectively, extrapolated
to a given (x, y) location in MUV3.
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Figure 7.28: The π± ⇒ µ± misidentification probability as a function of the track charge
times momentum, qp derived from a study of simulated K+ → π+π+π− decays. The
charge asymmetry is a result of the left/right asymmetry in MUV3 hit occupation.

showers, both inducing in-time activity in the MUV3. Each mechanism is responsible for
roughly half of the overall misID probability. The probability of accidental association
with pileup signals in the MUV3 is momentum dependent due to the search radius which
is inversely proportional to the track momentum (see also section 7.5.4.5), and this is
responsible for a decrease in the π± ⇒ µ± misID probability as momentum magnitude
increases. In contrast, the probability of in-time MUV3 activity from hadronic show-
ers, included in the simulations, increases somewhat with increasing momentum. The
competing dependencies create different results for positive and negative tracks, with left-
right asymmetry in the MUV3 channel occupation from pileup being a key reason for
charge-asymmetric results observed in figure 7.28.

7.5.5 Forced Misidentification Procedure for Background Pre-
dictions

Background studies for a number of possible mechanisms are limited or impossible due
to the simulated sample size of this type of event. One critical case is the primary
background mechanism for K+ → π+π+π− decays which includes a π+ ⇒ e+ misID and a
π± → µ± DIF, see section 7.5.7.1 for details. In this case approximately 5×107 simulated
K+ → π+π+π− events are available, this means the scale factor (see equation 7.5.2)
fscale ≈ 1012×0.05

5×107 ≈ 103. Therefore each simulated event corresponds to an expected
O(103) events in the data sample and this immediately precludes any detailed background
analysis. Moreover as shown by figures 7.20 and 7.21 the measured misidentification
probability for data and simulation studies disagree, by approximately a factor of 2 for
the π+ ⇒ e+ misID relevant to this case. Both of these issues with using simulations,
limited statistical power and poor reproduction of the misidentification mechanism, can
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be solved using the forced misidentification procedure.

To perform forced misidentification, for the X± ⇒ Y ± misID process, the PID selec-
tion decision is not considered for the candidate X± track and the identity Y ± is assigned
and an event weight, wPID, is applied based on the models reported in section 7.5.4. The
specific application of the forced misidentification procedure for each case is discussed
in the following sections (7.5.5.1–7.5.5.3). Considering the misidentification probabilities,
assigning the identity allows an increase in statistical power by a factor of O(103), de-
pending on the specific case (the order of magnitude of misID probabilities are given in
section 7.5.4.1). Data-driven models are used (where possible) and this removes the issue
of differences between simulations and data.

7.5.5.1 Forced π± ⇒ e± or e+ ⇒ π± (LKr only)

As described, in section 7.5.4.3 and 7.5.4.4 respectively, the misidentification probabilities
for π± ⇒ e± or e+ ⇒ π± are measured from control sample selections with the MUV3
veto already applied meaning the probability is the probability of obtaining LKr E/p in a
certain range given no in-time MUV3 association exists, P (LKrE/pmisID | !MUV3). To
apply forced misidentification in these two cases it is first required that there is no in-time
MUV3 association (in inner or outer tiles) for the track. Then, the misidentified identity
is assigned (a e± ID for π± ⇒ e± forced misID and π± ID for e+ ⇒ π± forced misID),
and an event weight set for the given charge times momentum, qp, of the track according
to models built in the studies above.

This procedure is applied in the following cases for forced π± ⇒ e± misidentification:

• K+ → π+π+π− in both π− and µ− channels.

• K+ → π+[e+e−γ]π0 in π− channel (as part of triple forced misID).

• K+ → π+π−µ+νµ in both π− and µ− channels.

• K+ → π+µ+µ− in both π− and µ− channels.

Forced e+ ⇒ π± misidentification is applied for the following cases:

• K+ → π+[e+e−γ]π0 in π− channel (as part of triple forced misID).

• K+ → µ+νµ[e+e−γ]π0 in both π− and µ− channels (as part of double forced misID).

• K+ → e+νe[e
+e−γ]π0 in both π− and µ− channels (as part of double forced misID).

• K+ → π+e+e− in π− channel.

• K+ → µ+νµe
+e− in π− channel.
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7.5.5.2 Forced µ± ⇒ e± Misidentification (Accidental MUV3 Association)

Misidentification mechanism µ± ⇒ e± requires E/p < 0.2 and an accidental in-time
MUV3 association in an outer tile. From section 7.5.4.5.2 the accidental MUV3 association
probability is known for a given projected (xMUV 3, yMUV 3) position at MUV3, matching
time window, ∆tw (5 ns) and track momentum ptrk. To apply forced misidentification it
is first required that the candidate track has E/p < 0.2,5 then the µ± identity is assigned
and an event weight applied (given the (xMUV 3, yMUV 3), ∆tw and ptrk).

Forced µ± ⇒ e± misidentification is applied for:

• K+ → π+[e+e−γ]π0 in π− channel (as part of triple forced misID) and, importantly,
in the µ− channel.

• K+ → µ+νµ[e+e−γ]π0 in both π− and µ− channels (as part of double forced misID).

• K+ → e+νe[e
+e−γ]π0 in both π− and µ− channels (as part of double forced misID).

• K+ → π+e+e− in µ− channel.

• K+ → µ+νµe
+e− in µ− channel (as part of double forced misiD).

7.5.5.3 Forced π± ⇒ µ± Misidentification (LKr and MUV3)

For the case of π± ⇒ µ± misidentification the only fully simulation-driven measurement
of the misID probability is performed (the rest being data-driven). When applying forced
π± ⇒ µ± misidentification the ‘truth’ information available in the simulation is first
checked to ensure the candidate track (π±) did not undergo a decay in flight process. A
µ± identity is assigned and the misidentification probability (of having LKr E/p < 0.2
and exactly 1 in-time MUV3 association, as a function of the charge times momentum of
the track from models established in section 7.5.4.6) set as an event weight.

Forced π± ⇒ µ± misidentification is used to study backgrounds:

• K+ → π+π+π− in both π− and µ− channels.

• K+ → π+π−e+νe in both π− and µ− channels.

7.5.6 Explicitly Data-Driven K+ → π+π+π− Background Esti-
mate

For the K+ → π+π+π− background the large branching ratio means simulation of a
sample representative of the expected number of such decays in the data sample is un-
feasible. As shown in section 7.5.7.1 in most cases the use of forced misidentification

5In this case the results from simulations and data are in agreement within uncertainties so the
simulation response is used. However, the uncertainties are large for both data and simulation studies
due to very limited statistics available.
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Figure 7.29: Selected alternative PID control samples (a) π−µ+π+ and (b) π+π+µ− col-
lected with the MT trigger with comparison to simulations (uncertainties are statistical).
With additional scaling, w, see text, (a) and (b) are used to provide a data-driven back-
ground estimate for the K+ → π+π+π− background in the π− and µ− signal channels
respectively. The high invariant mass tail is dominated by K+ → π+π+π− decays up-
stream of the standard FV, shown by the comparison of data to the upstream simulations
sample shown in dark blue.

and special simulation studies allow sufficient sensitivity to be reached. However, as
both a cross-check and an important measurement where statistics are lacking (most no-
tably in the π− channel above 478 MeV), an explicitly data-driven background estimate
for the (combination of the) two main K+ → π+π+π− background mechanisms is per-
formed. To do this an ‘alternative PID’ selection is run which is identical to the signal
selection except requiring positive identification of π+µ±π∓, followed by forced π+ ⇒ e+

misidentification. This must be done only using events passing the MT trigger to remove
bias introduced by additional requirements in the other trigger streams, and a weight is
assigned to each event including this effect and the π+ ⇒ e+ misidentification probabil-
ity: w = P (π+ ⇒ e+ misID | p)DMT

Deff
. The comparison between data and simulations for

this ‘alternative PID’ π+µ±π∓ selection is shown in figures 7.29a and 7.29b, for the π−

and µ− channels respectively, and it is clear that the dominant component in the high
Mπµe(> 478 MeV/c2) region arises from K+ → π+π+π− upstream decays.

It is noted that a similar approach was attempted to constrain the combination
of sub-dominant background mechanisms including π± ⇒ µ± misidentification, however
here the alternative PID selection (selecting π+e+π−) is contaminated by K+ → π+e+e−

events in the region of interest at high Mπµe.
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7.5.7 Procedures Used To Study Each Background

The treatment of each background is summarised in table 7.11. Key cases are described
in the following sections, 7.5.7.1–7.5.7.4.

In simulations pileup, critically in the MUV3, is emulated. The MUV3 inefficiency
is measured for data to be 0.15%, with weak geometric and momentum dependence,
while inefficiency is negligible in simulations. To account for this difference 0.15% of
the reconstructed candidate signals in the MUV3 are rejected randomly when analysing
simulated events.

Table 7.11: Summary of techniques for evaluating background predictions for each back-
ground mechanism (see table 7.8) in the search for K+ → πµe decays.

Background Case π− Channel µ− Channel
Abbr. (FS = π−µ+e+) (FS = π+µ−e+)
K3π A K3π (standard (K3π event class 1) + near upstream) MC with K3π (standard (K3π event class 3) + near upstream) MC with

forced π+ ⇒ e+ misID & Data-driven for Mπµe > 478MeV/c2. forced π+ ⇒ e+ misID & Data-driven for Mπµe > 478MeV/c2.
B K3π standard MC (K3π event class 0) [near upstream K3π standard MC (K3π event class 0) [near upstream

and Data-driven for combination of A+B] for combination of A+B]
C K3π 5050 MC (K3π event class 9) K3π 5050 MC (K3π event class 7)
D K3π pie1 MC (K3π event class 2) with forced π+ ⇒ µ+ misID K3π pie1 MC (K3π event class 2) with forced π− ⇒ µ− misID

K2πD A negligible (removed by DalitzRejection cut) - N/A -
B negligible (removed by DalitzRejection cut) - N/A -
C - N/A - forced e+ ⇒ µ+ misID (accidental MUV3 asso.)
D forced triple misID (π+e+e− ⇒ e+µ+π−) forced triple misID (π+e+e− ⇒ e+π+µ−)
E double forced misID (e+e− ⇒ µ+π−) double forced misID (e+e− ⇒ π+µ−)

Kµ3D A negligible (removed by DalitzRejection cut) - N/A -
B - N/A - forced e− ⇒ µ− misID [B+C]
C forced e− ⇒ π− misID [B+C combined]

Ke3D A double forced misID (e+e− ⇒ µ+π−) double forced misID (e+e− ⇒ π+µ−)
Kµ4 A forced π+ ⇒ e+ misID - N/A -

B - N/A - standard analysis [for A+C+D]
C standard analysis [also covers case A&D], found to be negligible standard analysis [also covers case A,B&D], found to be negligible
D standard analysis [also covers case A&C], found to be negligible standard analysis [also covers case A,B&C], found to be negligible

Ke4 A standard analysis [for A+C+D] standard analysis [for A+C+D]
B forced π+ ⇒ µ+ misID forced π− ⇒ µ− misID
C standard analysis [combined with A+D] - N/A -
D standard analysis [combined with A+C] - N/A -

Kπµµ A forced π+ → e+ misID forced π+ ⇒ e+ misID
B (standard analysis, considered to be negligible) (standard analysis, considered to be negligible)
C - N/A - (forced µ+ ⇒ e+ misID, found to be negligible)

Kπee A forced e− ⇒ π− misID - N/A -
B forced e− ⇒ π− misID (+ forced π+ ⇒ µ+ misID) - N/A -
C (forced e+ ⇒ µ+ misID) considered negligible (e− ⇒ µ− misID) considered negligible
D triple forced misID (π+e+e− ⇒ e+µ+π−) - found to be negligible triple forced misID ( π+e+e− ⇒ e+π+µ−) - found to be negligible
E considered to be negligible considered to be negligible

Kµνµµ A standard analysis standard analysis
Keνµµ A standard analysis standard analysis
Kµνee A forced e− ⇒ π− misID - N/A -

B - N/A - forced e− ⇒ µ− misID
Keνee A double forced misID (e+e− ⇒ µ+π−) double forced misID (e+e− ⇒ π+µ−)

7.5.7.1 Treatment of K+ → π+π+π− Background

There are four background mechanisms from K+ → π+π+π− decays as shown schemati-
cally in figure 7.30. Decays upstream of the FV, of any of the four types, can contribute
to the background. Each mechanism is studied separately and the four components are
combined to give a total background estimate. Since NK ∼ 1012 and B(K+ → π+π+π−) =
(5.583 ± 0.024)% [13] the data sample is expected to include approximately 5 × 1010

K+ → π+π+π− decays. Simulation of O(50) billion SM K+ → π+π+π− decay events is
unfeasible and so additional techniques must be applied to understand these background
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Figure 7.30: Schematic illustration of the background mechanisms through which K+ →
π+π+π− decays can obtain a particle identity signature like a signal K+ → πµe decay.

mechanisms. For the primary background mechanisms (A and B) which include π± ⇒ e±

misidentification, use of the forced misID procedure, described in section 7.5.5, increases
the equivalent sample size by a factor 1/P (π+ → e±misID) ∼ 1/(4 × 10−4) ∼ 250.
Using this technique the available simulation sample, of approximately 50 million SM
K+ → π+π+π− decay events, becomes sufficient (scale factor fscale ∼ O(1)). This forced
misID procedure is also mandatory because of the differences between data and simulation
misidentification performance (see section 7.5.4.3), and therefore to correctly reproduce
the data the correct misidentification probabilities must be injected into the simulations.

There are 18 possible event classes for K+ → π+π+π− decays with up to three
decays in flight possible, see table 7.12, figure 7.31 and appendix H. Each of the four
background mechanisms can be matched to these event types, as shown in table 7.12.
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(magenta) and B(π± → e±νe) = 1 (red).

Table 7.12: K+ → π+π+π− Event Class.

Event n+
µn

+
e n
−
µn
−
e Final Particle Content K+ → π±µ∓e Background Mechanism Probability of Event Class P (n+

µn
+
e n
−
µn
−
e )

Class π− Channel µ− Channel K3pi Std. MC K3pi5050 MC K3pi pie1 MC
0 0000 π+π+π− B) π+ ⇒ µ+ + π+ ⇒ e+ B) π− ⇒ µ− + π+ ⇒ e+ 0.791 0.791 0.791
1 1000 µ+π+π− A) π+ → µ+ + π+ ⇒ e+ - 0.129 0.643 0
2 0100 π+e+π− D) π+ ⇒ µ+ + π+ → e+ D) π− ⇒ µ− + π+ → e+ 1.57× 10−5 0.643 0.129
3 0010 π+π+µ− - A) π− → µ− + π+ ⇒ e+ 0.0643 0.0321 0
4 0001 π+π+e− - - 7.73× 10−6 0.0321 0.0643
5 1010 µ+π+µ− - - 0.0104 2.58× 10−3 0
6 1001 µ+π+e− - - 1.37× 10−6 2.60× 10−3 0
7 0110 π+e+µ− - C) π− → µ− + π+ → e+ 1.20× 10−6 2.60× 10−3 0
8 0101 π+e+e+ - - < 1.2× 10−8 2.60× 10−3 0.0104
9 1100 µ+e+π− C) π+ → µ+ + π+ → e+ - 1.35× 10−6 2.62× 10−3 0
10 2000 µ+µ+π− - - 5.27× 10−3 1.31× 10−3 0
11 0200 e+e+π− - - < 1.2× 10−8 1.31× 016−3 5.30× 10−3

12 2010 µ+µ+µ− - - 4.19× 10−4 5.22× 10−5 0
13 2001 µ+µ+e− - - 3.66× 10−8 5.32× 10−5 0
14 0210 e+e+µ− - - < 1.2× 10−8 4.98× 10−5 0
15 0201 e+e+e− - - < 1.2× 10−8 5.35× 10−5 4.18× 10−4

16 1110 µ+e+µ− - - 7.85× 10−8 1.05× 10−4 0
17 1101 µ+e+e− - - < 1.2× 10−8 1.02× 10−4 0

A set of NA62 simulation features, as described below, are exploited for the K+ →
π+π+π− background studies.

• Modified π± decay branching ratio
For sub-dominant background mechanisms including at least one π± → e±νe decay
in flight, the probability of a specific event type can be enhanced in simulations by
modifying the π± branching ratio or the pion lifetime. In NA62 simulations the
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approximation

B(π± → µ±νµ) + B(π± → e±νe) = 1 (7.5.7)

is made, which holds with high precision (see equations 7.5.4 and 7.5.5). The value
of B(π± → e±νe) can be modified and B(π± → µ±νµ) is then adjusted according to
equation 7.5.7.

• Capped π± lifetime
NA62 simulations allow the proper lifetime of a π± to be capped meaning it is forced
to decay within the NA62 simulations fiducial volume (defined as 102.425 < z <
180 m).

• Upstream Decays
Upstream K+ → π+π+π− decays are simulated by modifying the z range in which
K+ decays are allowed. A ‘near upstream’ region is defined with K+ decays oc-
curring at 96.950 < z < 102.425 m as opposed to the standard NA62 simulations
fiducial volume.

Mechanisms A and B can be studied using standard NA62 simulations of SM K+ →
π+π+π− decays, using forced π+ ⇒ e+ misidentification. Mechanism A, with one π+ →
µ±νµ decay in flight (K3π event class 1 or 3 for the π− and µ− channels respectively) can
be studied with the standard simulations since the probability of a π+ decaying before
the end of the standard NA62 simulations fiducial volume is about 7.5%.

However, for mechanisms C and D, which include a π± → e±νe decay in flight, the
smaller branching ratio of 1.23 × 10−4 (see equations 7.5.5 and 7.5.4) means an insuf-
ficient number of such events arise in the standard simulations sample to provide ade-
quate background estimates. By modifying the branching ratios of π± decays, setting
B(π± → e±νe) = B(π± → µ±νµ) = 0.5, the number of events with C or D-like decays
in flight is enhanced (K3π event class 9 and 7 for the π− and µ− channels respectively,
this simulation is referred to as ‘K3pi5050’). Two decays in flight happening in the same
event is relatively rare, with probability of approximately 0.5%, and so for mechanism C
additional enhancement from imposing a capped pion lifetime on two of the three pions
is exploited (this simulation is referred to as ‘K3piCapped5050’). For mechanism C, with
both types of decay in flight, it is optimal to use B(π± → e±νe) = B(π± → µ±νµ) = 0.5,
as shown in appendix H, while for mechanism D with only π± → e±νe decays (K3π

event class 2 for both π− and µ− channels) further enhancement is achieved by setting
B(π± → e±νe) = 1 and therefore B(π± → µ±νµ) = 0 (this simulation is referred to as
‘K3pi πe1’). The scaling factor obtained from modifying the π± branching ratio is given
by

fmod(nµ, ne) =

(
Br(π± → µ±νµ)SM
Br(π± → µ±νµ)mod

)nµ
·
(
Br(π± → e±νe)SM
Br(π± → e±νe)mod

)ne
. (7.5.8)

where nµ and ne are the numbers of π± → µ±νµ and π− → e±νe decays in the event re-
spectively and the modified and standard model (measured) branching ratios are labelled
with subscripts ‘mod’ and ‘SM’ respectively. This factor is used, as weight wMC intro-
duced in section 7.5.1, when scaling the number of MC simulation events for background
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estimates. The enhancement factor (1/fmod) for K3pi event class 7 or 9 in K3pi5050 sim-
ulations is 1/fmod = 2032.520 (for background mechanism C) and for K3pi event class 2
in K3pi πe1 MC is 1/fmod = 4065.041 (for background mechanism D).

The procedures used and their associated enhancement factors using specific simu-
lation samples are given in table 7.13.

Table 7.13: K+ → π+π+π− background mechanisms, probability of occourance, and MC
enhancement factor

Bkg. Mech. Mechanism Description Prob. of Mechanism K3pi Event Class (π−)[µ−] and Probability Enhancement Method Enhancement Factor
A π± → µ± + π ⇒ e+ ∼ 4× 10−3 (1, P = 0.129), [3, P = 0.0643] Forced π ⇒ e+ misID ∼ 250
B π± ⇒ µ± + π ⇒ e+ ∼ 1× 10−5 (0) [0] P = 0.791 Forced π ⇒ e+ (+π± ⇒ µ±) misID ∼ 250 (∼ 1× 105)
C π± → µ± + π → e+ ∼ 1× 10−6 (9, P = 1.35× 10−6) [7, P = 1.20× 10−6] K3pi5050 MC or K3piCapped5050 MC ∼ 2000 or ∼ 3× 104

D π± ⇒ µ± + π → e+ ∼ 3× 10−9 (2) [2], P = 1.57× 10−5 K3pi pie1 MC + Forced π± ⇒ µ± misID ∼ 4× 106

For the upstream component it is sufficient to constrain only mechanisms A and B
since the standard zvtx cuts reduce the background to a low level so mechanisms C and D
become negligible. The sum of mechanisms A and B can be constrained using only forced
π± ⇒ e± misID and studied using upstream decay simulations. The K+ is produced
upstream at the target, z = 0, and the probability of it remaining undecayed at a given
z is given by the exponential decay law

P (z) = e
− z

cτ
√
γ2−1 , (7.5.9)

where z = βγcτ is the distance travelled by the K+ in the laboratory reference frame
and Lorentz factor γ = 1√

1−β2
where β = v

c
is the K+ velocity and [13] τ = (1.2380 ±

0.0020) × 10−8 s is the mean K+ lifetime. Therefore the ratio of K+ decays occurring
in the near upstream region relative to the standard NA62 simulations fiducial volume,
RNUp, assuming the beam K+ has momentum 75 GeV/c, is given by integrals of P (z)
over the respective ranges of z (expressed in m) by

RNUp =
P (96.950 < z < 102.425)NUp
P (102.425 < z < 180.000)

=

∫ 102.425

96.950
e
− z

cτ
√
γ2−1dz∫ 180.000

102.425
e
− z

cτ
√
γ2−1dz

=
4.58776

60.4359
= 0.076 .

(7.5.10)
Therefore each near upstream decay event is equivalent to 1/RNUp = 13.2 decays in the
standard decay volume and the weight wMC = RNUp is applied to upstream simulation
events (see section 7.5.1). This effective enhancement factor, coupled with the factor
∼ 250 enhancement from forced π± ⇒ e± misID, means the available upstream simulation
sample of 1× 108 events is sufficient to study the background.

Very few simulated K+ → π+π+π− events pass the signal selection with candi-
date Mπµe > 478 MeV/c2. For this invariant mass regime the data-driven background
estimates, described in section 7.5.6, are used for both the π− and µ− signal channels.
The data-driven procedure estimate contains mechanisms A and B for decays in both the
standard FV and upstream regions. By comparing the estimates from the data-driven
approach and upstream simulations in the µ− channel (where there are sufficient statis-
tics to do so meaningfully) good agreement is observed, see figures 7.34b and 7.35b. This
comparison confirms that the primary mechanism for the ‘high invariant mass tail’ of
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(a) (b)

Figure 7.32: Reconstructed vertex position, zvtx, versus invariant mass, Mπµe, for simu-
lated upstream K+ → π+π+π− decays selected with no zvtx cut and using forced π± ⇒ e±

misID for events passing signal selections for (a) K+ → π−µ+e+ and (b) K+ → π+µ−e+.
The signal and blinded regions are indicated by the yellow and grey regions respectively
and the minimum zvtx cut chosen for each case is indicated by the red line.

the K+ → π+π+π− background, which can enter the blinded region or above, is from
upstream decays with a π± ⇒ e± misID.

The way the K+ → π+π+π− background predictions, determined using the various
methods described above, are combined is summarised in figures 7.34 and 7.35. By com-
paring figure 7.34, which contains only simulation studies, to its counterpart including
data-driven background estimates in the high invariant mass tail, figure 7.35, the similar
background description of the tail can be observed. The relative contributions of the
four mechanisms is apparent from these figures, and matches the expectations derived
from misidentification and decay in flight probabilities shown in table 7.13. Furthermore
the fact that systematic uncertainties are added in the ‘simulation studies only’ figure
(7.34) while only statistical errors are shown in the other (figure 7.35) illustrates that
for the K+ → π+π+π− background systematic uncertainties, primarily from the forced
misidentification procedure, dominate. These uncertainties are highly correlated between
bins. It is also clear from these figures, which include the observed number of data events
outside blinded regions, that the K+ → π+π+π− background is overwhelmingly dominant
below ∼ 430 MeV/c2 and represents the dominant background towards the signal region
and above in the µ− channel. The final background estimates for K+ → π+π+π− are
summarised in tables 7.14 and 7.15 for the π− and µ− channels respectively. For these
results the corrections discussed in section 7.5.8 are included where applicable.

In the selection a cut is applied on zmin,i, the minimum z at which a vertex for
signal channel i can be selected. The values of zmin,i were chosen based on studies of
simulations to minimise the expected background in the signal region. Figure 7.32 shows
the distribution of zvtx versus Mπµe for the selected sample of simulated upstream K+ →
π+π+π− decays with no requirement for zvtx applied and using forced π± ⇒ e± misID.
The chosen values of zmin,i are set at the smallest integer number of meters for which less
than two events remain in the signal region. This leads to the choice of zmin,π < 107 m
and zmin,µ < 111 m as shown in figure 7.33 with events passing the K → πµe selection
(and the blinded region masked).
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Figure 7.33: Reconstructed vertex position versus Mπµe, for events passing the K+ →
π−µ+e+ (a) and K+ → π+µ−e+ (b) selections with blinded regions (shown in grey with
signal region in yellow) masked. The minimum zvtx cut for each case is indicated by the
red line.

Note on Presentation of Background Predictions
In cases with limited statistics, as with the studies of K+ → π+π+π− background mecha-
nisms C and D in regions above 478 MeV/c2 for example, situations arise where no events
pass the signal selection. For these cases the result is displayed as if one event was ob-
served with an uncertainty of 100% (this is found to be statistically equivalent when using
Bayesian methods when summing background contributions), appropriate scaling factors
are then applied. The result, in the form x ± x, is then combined with other results as
normal, summing the central value and propagating the uncertainties.

This rule is adopted consistently for this analysis. This does lead to some figures
in some tables combining in a non-trivial fashion. As a concrete example consider the
K+ → π+π+π− background mechanism C for the µ− channel in regions above 478 MeV/c2,
no simulated events of this type pass the selection in the full blinded region (which includes
the signal region). Following the above rule it is assumed 1±1 event is selected and scaling
factors are applied as outlined in section 7.5.1, where the π± ⇒ e± misID probability
weight, wPID, is taken to be a maximal value giving an answer of 0.11 ± 0.11. The
argument is the same for the signal region, so here the prediction 0.11± 0.11 is reported.
This does not imply that the whole background is contained in the signal region alone and
does not imply one should sum the two, each is evaluated independently and is relevant
specifically to the region it is calculated for.
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Figure 7.34: Detailed K+ → π+π+π− background estimates before unblinding, broken
down into the four mechanisms (see table 7.8 and figure 7.30) obtained using studies of
simulations with various special settings (see text). The π− and µ− channels are shown
by (a) and (b) respectively. The uncertainties displayed are a combination of statistical
and systematic and the observed data is shown in the control regions for comparison.
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Figure 7.35: Detailed K+ → π+π+π− background estimates before unblinding, broken
down into the four mechanisms (see table 7.8 and figure 7.30) obtained using studies
of simulations and the data-driven approach for Mπµe > 487 MeV/c2. The π− and µ−

channels are shown by (a) and (b) respectively. The uncertainties displayed are statistical
and the observed data is shown in the control regions.
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Table 7.14: Background predictions: detailed breakdown of K+ → π+π+π− background
mechanisms for K+ → π−µ+e+ search.

Sample Control Regions Blinded Region Signal Region
NCRB NCRA NBR NSR

Data 857074 8 BLIND BLIND
A (+B Data-Driven + Upstream) (7.77± 0.78)× 105 0.28± 0.20 0.098± 0.098 0.098± 0.098

B (FV MC) (5.48± 0.55)× 104 – – –
C (MC) 46.2± 5.4 0.11± 0.11 0.34± 0.20 0.11± 0.11
D (MC) 2.48± 0.25 (3.2± 3.2)× 10−3 (3.2± 3.2)× 10−3 (3.2± 3.2)× 10−3

Total (8.34± 0.78)× 105 0.36± 0.21 0.40± 0.23 0.22± 0.15
Data/Prediction 1.031± 0.097 – – –

Table 7.15: Background predictions: detailed breakdown of K+ → π+π+π− background
mechanisms for K+ → π+µ−e+ search.

Sample Control Regions Blinded Region Signal Region
NCRB NCRA NBR NSR

Data 1376260 4 BLIND BLIND
A (+B Data-Driven + Upstream) (1.29± 0.13)× 105 1.64± 0.46 3.24± 0.73 0.72± 0.32

B (FV MC) (7.80± 0.78)× 104 – – –
C (MC) 97± 10 0.11± 0.11 0.11± 0.11 0.11± 0.11
D (MC) 3.32± 0.34 (3.2± 3.2)× 10−3 (3.2± 3.2)× 10−3 (3.2± 3.2)× 10−3

Total (1.37± 0.13)× 106 1.76± 0.48 3.35± 0.74 0.84± 0.34
Data/Prediction 1.007± 0.095 – – –

7.5.7.2 Treatment of K+ → π+π−e+νe Background

There are two primary background mechanisms for K+ → π+π−e+νe decays, with two
much more suppressed mechanisms for the π− channel, as shown schematically in fig-
ure 7.36. To first order the background from K+ → π+π−e+νe decays can be well-
described by analysing the large sample of 2.8 × 109 simulated events available. This
is because the background is dominated by the primary mechanism (A) with a single
π± → µ± decay in flight producing a signal-like signature and this kinematic mechanism
is well simulated. However, better precision and understanding of the sub-leading back-
ground mechanism (B) with π± ⇒ µ± misID can be achieved by applying forced π± ⇒ µ±

misID to events with no decays in flight. To sum the two mechanisms and avoid double
counting K+ → π+π−e+νe events must be split into two categories : 1) with no decays in
flight, where π± ⇒ µ± misID gives background mechanism B (and C) contribution, and
2) other events (at least 1 decay in flight), where standard analysis of simulations con-
strains other background mechanisms (A and D). Mechanisms C and D are very unlikely
and so to good approximation the two components can be combined with mechanisms
B and A respectively and considered negligible in comparison. The two components of
the background are displayed in figures 7.37a and 7.37b and the corresponding numerical
background estimates are provided in tables 7.16 and 7.17 for the π− and µ− channels
respectively. The K+ → π+π−e+νe background makes up the majority of the shoulder
observed, between the main K+ → π+π+π− component and the blinded region, in data
for both signal channels of interest.
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Figure 7.36: Schematic illustration of the background mechanisms through which K+ →
π+π−e+νe decays can obtain a particle identity signature like a signal K+ → πµe decay.
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Figure 7.37: Detailed K+ → π+π−e+νe background estimates, before unblinding, show-
ing the two primary mechanisms (see table 7.8 and figure 7.36) obtained using studies of
simulations. The π− and µ− channels are shown by (a) and (b) respectively. The uncer-
tainties displayed are statistical and the observed data is shown in the control regions for
comparison.
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Table 7.16: Background predictions: detailed breakdown of K+ → π+π−e+νe background
mechanisms for K+ → π−µ+e+ search.

Sample Control Region Blinded Regions Signal Region
NCRB NCRA NBR NSR

With decays in flight (2.71± 0.27)× 103 0.019± 0.019 0.622± 0.094 0.034± 0.020
With misidentification 142± 14 0.0135± 0.0014 0.127± 0.013 0.0314± 0.0032

Combined (2.85± 0.28)× 103 0.033± 0.019 0.75± 0.12 0.065± 0.021

Table 7.17: Background predictions: detailed breakdown of K+ → π+π−e+νe background
mechanisms for K+ → π+µ−e+ search.

Sample Control Region Blinded Regions Signal Region
NCRB NCRA NBR NSR

With decays in flight (5.13± 0.51)× 103 0.064± 0.031 1.86± 0.17 0.047± 0.028
With misidentification 174± 17 (2.48± 0.33)× 10−3 0.0219± 0.0023 (1.29± 0.21)× 10−3

K+ → π+π−e+νe (5.30± 0.53)× 103 0.067± 0.032 1.88± 0.25 0.048± 0.028

7.5.7.3 Treatment of K+ → π+[e+e−γ]π0 Background (µ− Channel)

The Dalitz decays are potentially dangerous backgrounds because of their large branching
ratios and 3-charged-track signature. However, in the π− channel case the DalitzRejection
cut reduces these to a negligible level. A numerical estimate, or powerful upper limit, is
obtained using multiple forced misID.

Meanwhile in the µ− channel these backgrounds are generally very small because the
negative track is an e− and the probability for e− ⇒ µ− misID is low. Similar multiple
forced misID procedures can constrain Kµ3D and Ke3D background and show they are
negligible. However, as shown above the e− ⇒ µ− misID probability has been measured
and can be O(10−8) and provides a mechanism for non-negligible K2πD background in
the µ− channel where only this single misidentification is required. The background
in this case is estimated using forced e− ⇒ µ− misID as discussed in section 7.5.5.2.
This background contribution is reduced significantly by the use of the LAV photon veto
requirement, as shown by figure 7.38.

7.5.7.4 Treatment of K+ → π+e+e− and K+ → µ+νµe
+e− Backgrounds (π−

Channel)

The dominant background mechanisms for K+ → π+e+e− (A & B, the others are negli-
gible) in the π− channel include a π+ → µ+ DIF (A) or π+ ⇒ µ+ misID (B) combined
with an e− ⇒ π− misID. The sum can be constrained analysing standard simulations with
forced e− ⇒ π− misID. A number of the events selected in analysis of data in in the upper
control region (CRA) in the π− channel have properties consistent with K+ → π+e+e−

events, see figure 7.39. Some clearly enter through π+ ⇒ µ+ misID (mechanism B) since
the invariant mass calculated in the π+e+e− hypothesis is consistent with the kaon mass,
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Figure 7.38: Comparison of expected number of K+ → π+[e+e−γ]π0 background events
as a function of invariant mass for the µ− channel with and without applying LAV photon
veto.

while others with this invariant mass further from the kaon mass may be of mechanism
A but with a soft neutrino in the π+ → µ+νµ DIF.

The situation for K+ → µ+νµe
+e− decays is effectively the same but only e− ⇒ π−

misID is required, with no additional decay in flight or misidentification needed since a
µ+e+ pair is already present. Forced e− ⇒ π− misID therefore is used for background
estimation in the π− channel as for K+ → π+e+e−.

An independent analysis has been performed which cross-checks and validates the
results reported for the analysis described here. For the study of these backgrounds
which involve e± ⇒ π± misidentification some tension was observed between the two
analyses. This was found to be due to differences in the misID model (shown for this
analysis in figure 7.21) of up to 30%, but with momentum dependence consistent within
uncertainties. The statistics available for the measurement are relatively low and this
misID model is measured in a sample most prone to potential contamination. To account
for these differences, and reflect the impact on the background estimate, the average
of the results of the two analyses is used for the final background estimates, with an
additional systematic uncertainty equal to half the difference. The results of the two
analyses and the averaged results are shown in tables 7.18 and 7.19 for the K+ → π+e+e−

and K+ → µ+νµe
+e− decays respectively.

Table 7.18: Background predictions: detailed breakdown of K+ → π+e+e− background
mechanisms for K+ → π−µ+e+ search.

Sample Control Regions Blinded Region Signal Region
NCRB NCRA NBR NSR

This Analysis 0.317± 0.034 4.26± 0.43 2.04± 0.21 0.517± 0.054
Alternative Analysis 0.376± 0.046 4.57± 0.46 2.81± 0.29 0.738± 0.080

Averaged Results 0.346± 0.047 4.42± 0.47 2.42± 0.46 0.63± 0.13
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Figure 7.39: Two dimensional histogram showing invariant mass of events passing the
K+ → π−µ+e+ selection under the π−µ+e+ and π+e+e− particle hypotheses. The blinded
region is shown in grey and is masked including the signal region shown in yellow, the
K+ mass is indicated in the π+e+e− hypothesis by the red dashed line.

Table 7.19: Background predictions: detailed breakdown of K+ → µ+νµe
+e− background

mechanisms for K+ → π−µ+e+ search.

Sample Control Regions Blinded Region Signal Region
NCRB NCRA NBR NSR

This Analysis 0.850± 0.092 0.622± 0.069 0.454± 0.052 0.120± 0.018
Alternative Analysis 1.12± 0.13 0.653± 0.082 0.547± 0.070 0.141± 0.027

Averaged Results 0.98± 0.17 0.639± 0.072 0.501± 0.073 0.131± 0.021

7.5.8 Corrections Applied to Simulations

Equation 7.5.1 shows that the prediction of the number of background events derived
from simulation studies contains a number of weight terms, these are corrections applied
to simulations because of measured differences between simulations and data. The wMC

term is a weight applied to account for special simulation settings, such as modified π±

decay branching ratio or modified K+ decay volume, and has already been described in
preceding sections (principally section 7.5.7.1). The wPID term is the PID probability, as
measured in section 7.5.4, importantly applied in the forced misidentification procedure
described in section 7.5.5. The remaining weight terms are described below.

7.5.8.1 Accounting for Trigger Efficiencies

The trigger efficiencies for the data samples used for the K+ → πµe searches were mea-
sured in section 7.3. The inefficiencies of the two primary triggers for the analysis, MTµ
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Figure 7.40: Fraction of total energy deposited in LKr inside a time window, defined by
half window width thw (|ttrig − tLKr| < thw) for all data from the MUE3TV filter (see
section 7.1.3) and K+ → π+π+π− MC simulations. The K+ → π+π+π− decay is the
normalisation channel and the main control region background component.

and MTe, are non-negligible and must be accounted for. However, the trigger system is
not present in simulations, emulation of L0 components is in development and L1 algo-
rithms can be run using the HLT software (discussed in section 7.3.2.3) but only in the
latest simulations. For this analysis it was therefore mandatory to produce a bespoke
emulation of the trigger system able to reproduce its performance for the specific case of
the K+ → πµe searches.

As shown in section 7.3 most trigger components, L0 RICH, Qx, MO1 and L1
KTAG and !LAV, have high efficiency over 97%, with only weak dependence over time
(as a function of run number) and on event properties (as a function of properties such as
track momentum, charge, or position). The L1 STRAW algorithm efficiencies have some
momentum dependence but to first order these effects cancel because they appear in both
the normalisation and signal triggers. However, the efficiency of the L0 LKr10 and LKr20
trigger components have a significant energy dependence and since these appear only in
the signal MTµ and MTe triggers respectively these must be accounted for.

The L0 LKr10 and LKr20 trigger components are satisfied if a certain total energy
deposition in the LKr, Etot

LKr is recorded within a certain time window. However, this Etot
LKr

variable is poorly reproduced in simulations because of additional pileup activity, noise
and choice of timing windows. This is illustrated by figure 7.40 which shows the fraction
of Etot

LKr deposited as a function of time window widths for data and K+ → π+π+π−

simulations for selected normalisation events. The significant difference observed here
results in a dramatic mis-modelling of the background when using Etot

LKr to define a trigger
efficiency event weight. This is seen most clearly for the K+ → π+π−e+νe background in
figure 7.41 since for this background the trigger efficiency weight is the most significant
correction. The total energy deposit is therefore not an appropriate variable to use to
perform the correction for trigger inefficiencies.

The total energy deposited in the LKr which is associated to the three selected
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Figure 7.41: Comparison, in the selected range of the control region dominated by
the K+ → π+π−e+νe (Ke4) background, between a sub-sample of 2017 data (samples
17A+17B) and MC simulations as a function of invariant mass for the π− (a) and µ− (b)
channels. Uncertainties for simulations are indicated by hatching. The significant mis-
modelling of the background when applying trigger efficiency event weights based on total
LKr energy deposition is displayed. The integrals ratio of observed/predicted number of
events is 0.61± 0.07 and 0.51± 0.05 for the π− and µ− channels respectively.

tracks from the common selection, E3trk
LKr, is also not well-reproduced by simulations. For

a candidate signal event E3trk
LKr = Eπ + Eµ + Ee. Simulations reproduce well Eµ, which is

low since µ acts as a MIP, and Ee where the e deposits effectively all of its energy in the
LKr through fully electromagnetic showers. However, studies comparing the pion energy
deposition in the LKr, Eπ, for well-separated π− from K+ → π+π+π− decays, shown in
figure 7.42a, demonstrate that Eπ is not well-reproduced in the simulations. For π± a
more complex mixture of hadronic and electromagnetic showers are possible and clusters
in the LKr can be split and therefore some fraction of the energy deposition may not be
associated to the candidate π± track. Taking the aforementioned sample of π− candidates
the energy deposition in the LKr is measured as a function of the momentum of the
track. Figure 7.42b shows the ratio between data and simulations for the two dimensional
plane of Eπ versus pπ (for π− tracks). A measurement is made of the probability of an
energy deposition Eπ for a given momentum pπ, P (Eπ, pπ), in two-dimensional bins of size
1 GeV×1 GeV/c. The results are shown in figure 7.43 where each momentum bin/column
in the 2D histogram is normalised independently to 1 such that the entry in a given (x, y)
bin corresponds to the probability P (Eπ, pπ), effectively displaying a family of probability
density functions of Eπ for a range of pπ. The track momentum is well reproduced by
simulations, and therefore based on the reconstructed momentum of a π track and a
random number generator an ‘emulated’ pion energy, Eemul

π , can be assigned based on
drawing a value from the Eπ PDF for the corresponding pπ (see figure 7.43). Since this
procedure is based on the reconstructed track momentum it may be performed for both
data and simulations. Applying the procedure to data acts as a check: the measured
Eπ− is replaced with an emulated value for normalisation K+ → π+π+π− events, and the
resulting Eπ distributions are compared. The procedure is verified if the reconstructed
and emulated distributions are compatible. When applied to K+ → π+π+π− simulations
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Figure 7.42: (a) Comparison of the pion energy deposition spectrum for π− tracks in
selected normalisation K+ → π+π+π− events between data collected with the minimum
bias three-track (MT ) trigger in data and K+ → π+π+π− MC simulations. The simula-
tions distribution is normalised to the integral of the data but clear differences in shape
are seen in the ratio plot (lower panel). Uncertainties are statistical and are indicated
by hatched green regions for the K+ → π+π+π− simulations. (b) Ratio between num-
ber of data and simulation events (as in (a)) in the two dimensional plane of π− energy
deposition versus reconstructed momentum.

the emulated Eπ− distribution can be compared to the distribution for reconstructed Eπ−
from data. These tests are summarised in figure 7.44 which shows the reconstructed
and emulated Eπ− distributions in both data and simulations and comparisons. From
this figure evidence is provided which: verifies the procedure since the emulated and
reconstructed distributions for data are well-matched (middle panel), and demonstrates
that emulation with MC simulations reproduces the distribution from data since the ratio
(emulated MC)/(reconstructed data) is mostly flat and compatible with 1 (lower panel).

Since the LKr energy deposition is well-reproduced for µ± and e± and it has now
been demonstrated that Eπ can be emulated, it is possible to construct a corrected three-
track LKr energy: E3trk′

LKr = Ereco
µ +Ereco

e +Eemul
π . Models for the LKr10 and LKr20 trigger

component efficiencies have been established as a function of reconstructed three-track
LKr energy in data (meaning effects of accidental in-time clusters are accounted for), as
shown in section 7.3.2.2. When using simulations for calculating background expectations
the inefficiencies of the LKr10 and LKr20 trigger components can be accounted for by
applying a weight wt which is dependent on E3trk′

LKr . The difference of this weight from
unity (where wt = 1 corresponds to an assumption of 100% efficient triggers) is mostly
determined by the LKr10 and LKr20 components but all other trigger components are
included. Moreover, the relative mixture of triggers in the data sample must be consid-
ered; the MTe trigger has, in general, a lower downscaling factor than the MTµ trigger
but makes up a smaller fraction of the selected signal-like sample due to the higher inef-
ficiency arising from the LKr20 trigger component. Moreover it is not enough to simply
assign a simulated event to one trigger at random based on the relative downscaling
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Figure 7.43: LKr pion energy deposition model showing probability for a deposition of
energy Eπ−

LKr for a given track momentum pπ− .

factors because events may or may not have properties which ‘should’ be selected by a
particular trigger and the selection may in principle introduce a further bias between
triggers (however the analysis cuts are chosen to minimise the latter effect). To account
for these features an algorithm has been developed to mimic the trigger selection and in-
efficiency, the workflow is illustrated in figure 7.45 and this produces an ‘emulated trigger
efficiency’, εseff,emul(E

3trk
LKr), for a specific event which is taken to be the trigger efficiency

weight wt = εseff,emul(E
3trk
LKr). The procedure is found to reproduce the effect of the trigger

to percent precision and residual differences are accounted for when calculating the single
event sensitivity, as referenced in section 7.4.3.

7.5.8.2 Momentum Corrections

Comparison studies of selected normalisation K+ → π+π+π− events, in data and simula-
tions, show differences between the reconstructed ∆p and pT distributions, see figure 7.46.
Here ∆p is the difference in magnitude between the resultant momentum of the three se-
lected tracks and the average beam K+ momentum and pT is the transverse momentum
of the three track final state with respect to the average beam momentum (see also sec-
tion 7.2.1).

To account for the differences the ratio of data/simulations was found in 1 GeV/c×
1 GeV/c bins of a two-dimensional plane of pT versus ∆p, see figure 7.47a. The ratio
in each bin defines a weight wp1(∆p, pT ) which is then applied to events in simulation,
correcting for the difference. While measurements are made comparing reconstructed
variables the weight is applied based on the ‘true’ (generated) simulation event properties.
With a single correction the agreement between simulations and data in the region of
interest |∆p| < 2.5 GeV/c and pT < 0.030 GeV/c, improves as shown by figure 7.47b. A
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Figure 7.44: Comparison between probability of an LKr energy deposition associated to
a π− track, E−LKr, for selected normalisation K+ → π+π+π− events for cases of recon-
structed and emulated values in data and simulations. The central plot shows a compar-
ison between emulated and reconstructed values for data (grey) and MC (magenta). The
fact that the ratio for data is close to one verifies that the emulated values closely match
the reconstructed values, while the poor agreement of the MC ratio with one illustrates
the scale of correction needed for MC. The lower plot shows a comparison between data
and MC, first for reconstructed (green) and emulated (dark red) quantities - the former
showing the scale of the Data/MC disagreement without emulation and the latter that
the emulation behaves similarly between data and MC. It also importantly includes the
comparison between reconstructed data and emulated MC which is seen to have a ratio
close to one, demonstrating the good performance of the emulation of pion energies.
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Figure 7.45: Schematic algorithm for applying event weights to MC events to account for
trigger inefficiencies.

second round of corrections is then derived from the ratio in the 2D plane after the first
correction (figure 7.47b), which defines weight wp2(∆p, pT ). Following application of the
combined momentum correction weight, wp = wp1(∆p, pT )wp2(∆p, pT ), good agreement
is obtained for both variables simultaneously, shown by the ratio in the 2D plane in
figure 7.48, and projections onto ∆p and pT in the region of interest, see figure 7.49.

The simultaneous correction of both variables is found to be mandatory since cor-
rection of either variable alone tends improve agreement between data and simulations
for this variable while degrading agreement for the other variable. This is due to the cor-
relations between them. The momentum weights are applied only in the region of interest
for the K+ → πµe search and no events outside this region are used in the analysis.

7.5.8.3 Straw Inefficiency Corrections

As part of the common selection, described in section 7.2.1, geometric acceptance con-
ditions are applied to each track, requiring that it passes through a region covered by
at least two views at each STRAW station, see figure 7.50. When comparing data and
simulations a discrepancy was observed for tracks which pass through the central region
of STRAW chambers covered by only two views. The difference has two potential origins:

1. The inefficiency of L1 trigger STRAW algorithm(s).

2. Differences between spectrometer reconstruction efficiency in data and simulations,
arising from the features of the digitisation of real and simulated detector signals.

By imposing a stricter requirement that tracks must traverse regions covered by at least
three views agreement between simulations and data improves but acceptance drops by
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Figure 7.46: Comparison, before applying corrections, between reconstructed ∆p (a) and
pT (b) distributions between selected normalisation K+ → π+π+π− decay events in data
and MC simulations.
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Figure 7.47: Two dimensional map showing ratio, in bins of pT versus ∆p, between
selected normalisation K+ → π+π+π− decay events in data and MC simulations before
any corrections (a) and after first 2D momentum weight, wp1(∆p, pT ), is applied (b).
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Figure 7.48: Final two dimensional map showing ratio, in bins of pT versus ∆p, between
selected normalisation K+ → π+π+π− decay events in data and MC simulations after full
2D momentum corrections are applied.
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Figure 7.49: Comparison, after before applying 2D momentum corrections, between recon-
structed ∆p (a) and pT (b) distributions between selected normalisation K+ → π+π+π−

decay events in data and MC simulations.
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Figure 7.50: Geometric region covered by 1,2,3 or 4 STRAW views in chamber 1, showing
the full plane (a) and a zoomed view of the central region (b). These figures were edited
from original versions produced by M. Koval.

45% in relative terms because of the nature of three three-track decays studied. To better
account for the above effects, without significant acceptance loss, the original selection
requirement is used and an event weight wS is applied.

Two dimensional maps of (x, y) track position at STRAW1 were produced for
selected normalisation K+ → π+π+π− events in data and simulations and the ratio
data/simulations evaluated for each bin of the map. For this study two of the three
pion tracks are required to pass through at least three views, and as such are considered
to be a ‘good reference track pair’ and then the third track is studied as a function of
its (x, y) position at STRAW1 and the number of views it traverses in each STRAW
chamber. The data/simulations ratio observed as a function of (x, y) at STRAW1 is
shown in figures 7.51a and 7.51b for positive and negative pion tracks respectively. The
star-like structure seen close to the centre coincides with the region covered by only 2
views, see figure 7.50b. To simplify the event weights, and because the efficiency is not
expected to be dependent on (x, y) but rather the number of chambers where only 2 views
are traversed, weights are assigned for each track with charge q passing through only 2
views in n STRAW chambers. Weights, wS, are assigned based on the measured ratio
of integrals for data/simulations in each of the eight cases, as shown in table 7.20. By
performing the measurements discussed above using MT trigger data (which includes the
L1 STRAW algorithm) and comparing to simulations both effects enumerated above are
covered simultaneously.
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Figure 7.51: Ratio of the number of normalisation K+ → π+π+π− events collected with
the MT trigger divided by (scaled) simulations, in 2D bins of (x, y) position at STRAW1.
(a) and (b) show the results for for π+ and π− tracks respectively, where the other (π+π±)
tracks both traverse at least 3 views in all four STRAW chambers.

Table 7.20: Straw weights, wS, measured using integral data/simulations ratio for selected
normalisation K+ → π+π+π− events

n 2-view chambers Positive tracks Negative tracks
1 1. 0.966
2 0.986 0.902
3 0.943 0.835
4 0.915 0.639
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Figure 7.52: Definition of regions of interest in histograms of Mπµe.

7.5.9 Background Prediction and Comparison to Data in Con-
trol Regions

Using the methods described in preceding sections the number of background events is
predicted for six regions of interest (ROI) defined in figure 7.52. The predicted number
of events in ROI relevant before unblinding for the π− and µ− channels are shown in
tables 7.21 and 7.22 respectively (see also tables 7.23 and 7.24 for the remaining ROI)
and displayed as a function of Mπµe in corresponding figures 7.53a and 7.53b with com-
parison to data in control regions (BR masked). The note on presentation of backgrounds
from section 7.5.7.1 applies to all presented background tables in this chapter, including
tables 7.21 and 7.22.

Agreement in CRB is achieved to better than 3% and 0.3% precision in the π− and
µ− channels, this is as good as can be expected given the uncertainty on NK of order 1%.
The uncertainty associated with the predicted number of K+ → π+π+π− background
events is dominated by systematics, specifically from forced misID model uncertainties of
10%, which are highly correlated between adjacent bins. For illustration in figures the
K+ → π+e+e− result using only the analysis presented here is used while for tables the
averaged result (see section 7.5.7.4) is displayed.
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Table 7.21: Background predictions for K+ → π−µ+e+ search.

Sample Control Regions Blinded Region Signal Region
NCRB NCRA NBR NSR

Data 857074 8 BLIND BLIND
K+ → π+π+π− (8.31± 0.78)× 105 0.40± 0.23 0.22± 0.15 0.22± 0.15

K+ → π+[e+e−γ]π0 (1.4± 1.4)× 10−9 (4.0± 4.0)× 10−6 (1.4± 1.4)× 10−9 (1.4± 1.4)× 10−9

K+ → µ+νµ[e+e−γ]π0 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7

K+ → e+νe[e
+e−γ]π0 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7

K+ → π+π−µ+νµ 121± 12 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4

K+ → π+π−e+νe (2.85± 0.28)× 103 0.033± 0.019 0.75± 0.12 0.065± 0.021
K+ → π+µ+µ− 0.0502± 0.0052 (1.66± 0.30)× 10−3 0.0241± 0.0026 (5.33± 0.71)× 10−3

K+ → π+e+e− 0.346± 0.047 4.42± 0.47 2.42± 0.46 0.63± 0.13
K+ → µ+νµµ

+µ− (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3

K+ → e+νeµ
+µ− 0.0309± 0.0095 0.0105± 0.0063 0.0310± 0.0098 0.0111± 0.0067

K+ → µ+νµe
+e− 0.98± 0.17 0.638± 0.072 0.501± 0.073 0.131± 0.021

K+ → e+νee
+e− (5.5± 5.5)× 10−7 (1.9± 1.2)× 10−6 (1.6± 1.6)× 10−6 (1.6± 1.6)× 10−6

Total background expected (8.34± 0.78)× 105 5.50± 0.53 3.95± 0.50 1.06± 0.20
Data/MC 1.027± 0.096 1.46± 0.53 – –

Table 7.22: Background predictions for K+ → π+µ−e+ search.

Sample Control Region Blinded Region Signal Region
NCRB NCRA NBR NSR

Data 1376260 4 BLIND BLIND
K+ → π+π+π− (1.37± 0.13)× 106 1.76± 0.48 3.35± 0.74 0.84± 0.34

K+ → π+[e+e−γ]π0 (6.2± 6.2)× 10−6 0.091± 0.057 0.013± 0.010 (6.2± 6.2)× 10−3

K+ → µ+νµ[e+e−γ]π0 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7

K+ → e+νe[e
+e−γ]π0 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7

K+ → π+π−µ+νµ 0.0512± 0.0062 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4

K+ → π+π−e+νe (5.30± 0.53)× 103 0.067± 0.032 1.88± 0.25 0.048± 0.028
K+ → π+µ+µ− 0.203± 0.021 (7.20± 0.89)× 10−3 0.0572± 0.0059 0.0151± 0.0017
K+ → π+e+e− (3.4± 3.4)× 10−9 0.0140± 0.0017 (2.5± 2.0)× 10−7 (3.4± 3.4)× 10−9

K+ → µ+νµµ
+µ− (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3

K+ → e+νeµ
+µ− 0.095± 0.019 0.0111± 0.0071 0.043± 0.011 0.0136± 0.0061

K+ → µ+νµe
+e− (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8

K+ → e+νee
+e− (1.6± 1.6)× 10−10 (6.2± 3.2)× 10−5 (2.9± 2.7)× 10−5 (1.6± 1.6)× 10−10

Total background expected (1.37± 0.13)× 106 1.95± 0.48 5.35± 0.78 0.92± 0.34
Data/MC 1.003± 0.094 2.1± 1.1 – –

The p value is calculated to quantify the agreement between the predicted and
observed number of events. The p value, viewed from a frequentist prospective, quantifies
the fraction of times one would observe data as inconsistent or more so with the null
hypothesis if the experiment was repeated many times. It is therefore the probability
of obtaining data at least as incompatible with the null hypothesis given that the null
hypothesis is true [264]. The p value is calculated by simulating a set of pseudo-experiments
where the number of events ‘observed’ is drawn from a Poisson distribution of mean
determined (in each pseudo-experiment) by a randomly drawn value from a Gaussian
distribution of mean and standard deviation equal to the central value and uncertainty
respectively of the total background prediction. The fraction of these pseudo-experiments
where the number of ‘observed’ events is greater than the actual number of events observed
in this analysis is the p value (for null hypothesis of observed events being due only to
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Figure 7.53: Expected number of events from background sources and comparison to
the selected data events in control regions as a function of invariant mass for the π− (a)
and µ− (b) channels. The full blinded region, indicated by the grey shaded region is
masked and the signal region is indicated by the orange shaded band, see also figure 7.52.
The uncertainty of the background prediction is the combined statistical plus systematic
uncertainty and is shown as grey boxes overlaid on top of the total background prediction
histogram, summing all components.

background sources considered in the total background expectation). As an approximate
figure of merit if p < 0.05 then the number of observed events appears to be somewhat in
tension with the hypothesis that these are due only to the mechanisms considered in the
total background expectation. In CRA the p values are 0.14 and 0.19 in the π− and µ−

channel respectively so there is no clear evidence of inconsistency with the background
expectations. Based on these results the decision was made to proceed with a staged
opening of the blinded regions as discussed in section 7.6.2.

7.6 Statistical Treatment and Unblinding Procedure

7.6.1 Statistical Treatment

Once the signal region is opened two possibilities exist:

1. A significant excess of events is observed above the background expectations. The
significance of the potential observation of signal decays is evaluated and if this is
in excess of 5σ discovery can be claimed [13] and the branching ratio measured. The
number of events required for observation is evaluated in section 7.6.1.1.

2. The number of events observed is consistent with the background expectations. In
this case an upper limit will then be established at 90% confidence level as described
in section 7.6.1.2.
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7.6.1.1 Discovery Potential

If n events are observed with a total background expectation of nb ± σb the p value and
significance for rejection of the background-only hypothesis are calculated performing an
ensemble of 108 pseudo-experiments with method described in section 7.5.9. The number
of events required to claim discovery, meaning to reach a 5σ significance, corresponding to
a p-value for the background-only hypothesis of p < 2.9× 10−7, is found by determining
the lowest integer number of events required to obtain a p value at least this small.

For both the π− and µ− channels the number of events required to claim discovery
is 11. For n < 5 no evaluation for potential signal significance will be performed since
in this case the p values are greater than 4.6 × 10−3 and 2.7 × 10−3 for the π− and µ−

channels respectively, corresponding to an excess above the background-only hypothesis
of less than 3σ.

7.6.1.2 Setting Upper Limits

After unblinding if n < 5 upper limits are established on the branching ratios of K+ →
π±µ∓e+ decays, with a size or significance level of α = 10% chosen for the statistical
test [13]. Upper limits are established using a modified frequentist (hybrid frequentist-
Bayesian) ‘CLs procedure’ [240] treating the two channels independently as single-bin
counting experiments with a log likelihood ratio function as the test statistic. The full
description of the procedure used is given in appendix I which accounts for uncertainty on
the expected background and single event sensitivity. The expected and observed upper
limits were calculated for nobs = 0, 1, 2, 3, 4 before unblinding.

7.6.2 Unblinding Procedure and Opening Sidebands

Before unblinding the single event sensitivity was determined, full background expec-
tations were developed for all regions of interest, the discovery potential was evaluated
and expected and observed upper limits for nobs < 5 calculated. Full cross-checks were
performed with the independent analysis.

A two-stage unblinding procedure was then used, first opening the sideband blinded
regions (BRA and BRB) only and keeping the signal region masked, then opening the
signal region itself. Background expectations are further validated using the sidebands.
The number of expected and observed events and the p value for the observation under
the (null) background-only hypothesis are shown in tables 7.23 and 7.24 for the π− and
µ− channels respectively.

To further evaluate the compatibility of the observed number of events with the
background expectations in the three control regions CRA, BRB and BRA for both chan-
nels the p values for combinations of cases were considered. Combination of individual
results, which may be treated as independent since regions are mutually exclusive, was
achieved using Fisher’s method [265] [266] as described in appendix J. The results of this
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study are given in table 7.25.

Table 7.23: Background predictions for K+ → π−µ+e+ with sidebands unblinded.

Sample Control Region Blinded Sidebands Signal Region
NCRA NBRB NBRA NSR

Data 8 2 4 BLIND
K+ → π+π+π− 0.40± 0.23 0.22± 0.15 0.22± 0.15 0.22± 0.15

K+ → π+[e+e−γ]π0 (4.0± 4.0)× 10−6 (1.4± 1.4)× 10−9 (1.4± 1.4)× 10−9 (1.4± 1.4)× 10−9

K+ → µ+νµ[e+e−γ]π0 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7

K+ → e+νe[e
+e−γ]π0 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7

K+ → π+π−µ+νµ (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4

K+ → π+π−e+νe 0.033± 0.019 0.658± 0.011 0.045± 0.019 0.065± 0.021
K+ → π+µ+µ− (1.66± 0.30)× 10−3 0.0137± 0.0016 (5.08± 0.68)× 10−3 (5.33± 0.71)× 10−3

K+ → π+e+e− 4.417± 0.47 0.61± 0.12 1.18± 0.21 0.63± 0.13
K+ → µ+νµµ

+µ− (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3

K+ → e+νeµ
+µ− 0.0105± 0.0063 (8.8± 4.2)× 10−3) 0.0111± 0.0068 0.0111± 0.0067

K+ → µ+νµe
+e− 0.638± 0.072 0.168± 0.026 0.202± 0.030 0.131± 0.021

K+ → e+νee
+e− (5.5± 5.5)× 10−7 (1.9± 1.2)× 10−6 (1.6± 1.6)× 10−6 (1.6± 1.6)× 10−6

Total background expected 5.50± 0.53 1.68± 0.20 1.66± 0.26 1.06± 0.20
p value 0.19 0.50 0.09 –

Table 7.24: Background predictions for K+ → π+µ−e+ with sidebands unblinded.

Sample Control Region Blinded Sidebands Signal Region
NCRA NBRB NBRA NSR

Data 4 2 0 BLIND
K+ → π+π+π− 1.76± 0.48 1.60± 0.49 1.15± 0.40 0.84± 0.34

K+ → π+[e+e−γ]π0 0.091± 0.057 (6.2± 6.2)× 10−3 0.013± 0.010 (6.2± 6.2)× 10−3

K+ → µ+νµ[e+e−γ]π0 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7

K+ → e+νe[e
+e−γ]π0 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7

K+ → π+π−µ+νµ (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4

K+ → π+π−e+νe 0.067± 0.032 1.77± 0.24 0.067± 0.035 0.048± 0.028
K+ → π+µ+µ− (7.20± .0.89)× 10−3 0.0274± 0.0029 0.0147± 0.0017 0.0151± 0.0017
K+ → π+e+e− 0.0140± 0.0017 (3.4± 3.4)× 10−9 (2.5± 2.0)× 10−7 (3.4± 3.4)× 10−9

K+ → µ+νµµ
+µ− (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3

K+ → e+νeµ
+µ− 0.0111± 0.0071 0.0117± 0.0063 0.0182± 0.0070 0.0136± 0.0061

K+ → µ+νµe
+e− (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8

K+ → e+νee
+e− (6.2± 3.2)× 10−5 (1.8± 1.8)× 10−6 (2.8± 2.8)× 10−5 (1.6± 1.6)× 10−10

Total background expected 1.95± 0.48 3.41± 0.54 1.27± 0.40 0.92± 0.34
p value 0.14 0.85 1.0 –
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Table 7.25: Study of p values for quantitative assessment of the agreement between the
number of observed events in control regions (CRA, BRB and BRA) and the background
expectations under the null (background-only) hypothesis. Combined p values are calcu-
lated with Fisher’s method.

ROI(s) K+ → π−µ+e+ search K+ → π+µ−e+ search Combined
CRA nb = 5.50± 0.53, nobs = 8 nb = 1.95± 0.48, nobs = 4

p = 0.19 p = 0.14 p = 0.12
BRB nb = 1.68± 0.21, nobs = 2 nb = 3.41± 0.54, nobs = 2

p = 0.50 p = 0.85 p = 0.79
BRA nb = 1.66± 0.26, nobs = 4 nb = 1.27± 0.40, nobs = 0

p = 0.09 p = 1.0 p = 0.30
Combined BRB+BRA p = 0.18 p = 0.99 p = 0.58

Combined CRA+BRB+BRA p = 0.13 p = 0.63 p = 0.31

7.7 Results and Discussion

7.7.1 Results: Opening Signal Regions For K+ → π∓µ±e+ Searches

The final invariant mass spectra, with all regions open, are displayed in figure 7.54 for
the searches for K+ → π∓µ±e+ decays. The expected and observed number of events in
the signal region are:

K+ → π−µ+e+ search : nb = 1.06± 0.20 , nobs = 0 , (7.7.1)

K+ → π+µ−e+ search : nb = 0.92± 0.34 , nobs = 2 , (7.7.2)

which are compatible with the background-only hypothesis (with p values of 1.0 and 0.24
respectively), with no significant excess observed. Therefore, following the procedure
described in section 7.6.1.2 and appendix I, upper limits are set on the branching ratios,
as shown by figure 7.55, at

B(K+ → π−µ+e+) < 4.2× 10−11 @ 90%CL (7.7.3)

B(K+ → π+µ−e+) < 6.6× 10−11 @ 90%CL. (7.7.4)

7.7.2 Discussion of K+ → π∓µ±e+ Results

A summary of the key numerical results from the search for K+ → π∓µ±e+ decays is
given in table 7.26. These results improve over previous upper limits by factors of 12 and
8 for the π− and µ− channels respectively.
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Figure 7.54: The full (unblinded) invariant mass spectra of selected events in the
2017+2018 data-set for searches for K+ → π−µ+e+ (a) and K+ → π+µ−e+ (b) with
comparison to the expected number of events from background sources. The uncertainty
of the background prediction is the combined statistical plus systematic uncertainty and
is shown as grey boxes overlaid on top of the total background prediction histogram, sum-
ming all components. For these final results uncertainty bars displayed for data points in
each bin are Poisson 68% confidence intervals, as opposed to the standard case adopted
elsewhere where the normal (Wald) approximation is made treating Poissonian counting
uncertainties as Gaussian (σ+ = σ− =

√
N).
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Figure 7.55: Expected (black dashed line, with one and two standard deviation bands
shown in green and yellow respectively) and observed (blue points and line) CLs as a
function of B(K+ → π−µ+e+) (a) and B(K+ → π+µ−e+) (b). Observed upper limits on
the branching ratio at 90% and 95% confidence levels are displayed, being the branching
ratio values where the observed CLs is equal to 0.1 and 0.05 respectively.
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Table 7.26: Numerical summary of K+ → π∓µ±e+ searches.

K+ → π−µ+e+ K+ → π+µ−e+

Normalisation acceptance, An (10.1772± 0.0023)%
NK (1.321± 0.014)× 1012

Signal acceptance, As (4.90± 0.02)% (6.21± 0.02)%
Single event sensitivity, BSES (1.836± 0.084)× 10−11 (1.449± 0.049)× 10−11

Total background expected (SR) 1.06± 0.20 0.92± 0.34
Number of events for 5σ discovery 11 11
Observed number of events (SR) 0 2

Observed B upper limit @90%CL 4.2× 10−11 6.6× 10−11

Previous B upper limit @90%CL [171] 5.0× 10−10 5.2× 10−10

(old limit)/(new limit) 12 8

The two events observed in the µ− channel signal region are identical in this and the
independent analysis and their details are provided in table 7.27. Event B in particular is
on the upper border of the signal region which, given the resolution on the invariant mass
and the background expectation, means the likelihood of it being due to background is
favoured over a signal event. No evidence for lepton number or lepton flavour violations
is observed, compatible with the SM expectation.

Table 7.27: Information about the two observed events in the signal region in the search
for K+ → π+µ−e+.

Property Event A Event B
Data sample 17B 18H
Run number 8051 9314

Burst number 227 175
Event number 997000 1200503

Trigger(s) MTe MTµ
Invariant mass Mπµe [MeV/c2] 496.67 497.94

Zvertex [m] 141.8 162.7
Track Momenta [GeV/c] pπ = 14.9 , pµ = 34.3 , pe = 25.2 pπ = 33.7 , pµ = 26.4 , pe = 12.2

Total Momentum [GeV/c] 74.5 74.4
Transverse Momentum [GeV/c] 0.0107 0.0072

E/p π: 0.85, µ: 0, e: 0.98 π: 0, µ: 0, e: 1.01

7.7.3 Results of π0 → µ−e+ Search

A search for the π0 → µ−e+ decay can be performed as a direct spin-off from the K+ →
π+µ−e+ search with the additional requirement that |Mµe − mπ0| < 3 MeV/c2. The
acceptance is lower by approximately a factor of two (see table 7.3) but the background
is also lower. The single event sensitivity is competitive with the previous result [173],
see tables 7.1 and 7.7. Details of the search are given in appendix K and results are
summarised here. The total background expectations and observed number of events in
the signal region are:

K+ → π+[µ−e+]π0 search : nb = 0.24± 0.15 , nobs = 0 , (7.7.5)
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Figure 7.56: (a) The full (unblinded) invariant mass spectra of selected events in the
2017+2018 data-set for searches for K+ → π+[µ−e+]π0 with comparison to the expected
number of events from background sources. The uncertainty of the background prediction
is the combined statistical plus systematic uncertainty and is shown as grey boxes overlaid
on top of the total background prediction histogram, summing all components. The
uncertainty bars displayed for data points in each bin are Poisson 68% confidence intervals.
(b) Expected and observed CLs as a function of B(K+ → π+[µ−e+]π0).

with final invariant mass spectra shown in figure 7.56a for the full π+µ−e+ final state
(and figure K.1b for candidate π0 decay daughters µ−e+ pair). An upper limit is therefore
established (see also figure 7.56b) at

B(π0 → µ−e+) < 3.2× 10−10 @ 90%CL (7.7.6)

This new limit represents a marginal improvement over the strongest previous limit, 3.6×
10−10 [173], or an improvement by a factor of 11 on the previous charge-specific limit, see
appendix K.1.

7.7.4 Future Prospects For K+ → πµe Searches at NA62

These are the final NA62 Run 1 results for K+ → π∓µ±e+ and π0 → µ−e+ searches.
Data-taking resumes in 2021, potentially for three or four years and at higher intensity
than before. The focus will remain on detailed measurements of the K+ → π+νν̄ decay
so the PNN trigger will occupy the majority of the trigger bandwidth and this may limit
the availability of the triggers for future K+ → πµe searches. To significantly improve
the single event sensitivity a factor of O(5) more K+ decays would need to be collected.
However, assuming the analysis procedure is kept effectively fixed the BSES/nb ratio will
remain the same and so while the searches are currently not limited by background such
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an increase in statistics would mean a background expectation O(5). Further suppression
of backgrounds is possible, for example with careful use of the RICH for PID, however
this lowers acceptance. In summary, with the current analysis strategy, with potential
minor modifications, analysis of future Run 2 data may lead to further improvement in
sensitivity by a up to a factor of O(5).

With a factor of O(5) improvement in sensitivity the BSES reaches ∼ 4 × 10−12

and NA62 may become competitive with the previous limit of B(K+ → π+µ+e−) <
1.3 × 10−11 [172]. However, to reach a significant improvement would require moderate
development of the current analysis strategy.

Much better prospects exist for the searches for π0 → µ±e∓ decays. In these channels
the expected background is small (. 0.3 events) and current predictions are limited by
simulation and control sample statistics. The single event sensitivity is already comparable
to the previous searches [173], see tables 7.1 and 7.7. Therefore, an increase even by a
factor of 2 in statistics, coupled with some optimisation of the analysis for these channels
to gain acceptance, may provide the possibility for good improvement over the previous
limits. Moreover the analysis could be expanded to profit not only from π0 produced
in K+ → π+π0 decays but also in the K+ → π0e+νe and K+ → π0µ+νµ decays with
branching ratios of (5.07± 0.04)% and (3.352± 0.033)% respectively [13]. Together these
potentially increase the number of π0 that can be studied by about 40% in relative terms.
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Chapter 8

Conclusions

The goal of modern particle physics is to test the SM to its limits, identify new phenomena
which the SM cannot explain and investigate new models to find an underlying theory.
The work presented in this thesis contributes to this effort through tests of a precision
SM prediction in studies of the ultra-rare K+ → π+νν̄ decay, searches for new exotic
particles, X, not contained in the SM framework in K+ → π+X decays, and searches for
decays K+ → πµe which violate emergent conservation laws of the SM. No evidence of
new BSM physics has been identified but parameter spaces of potential models have been
ruled out and these results feed into the growing global picture.

The NA62 experiment was specifically designed to measure the branching ratio of
the ultra-rare K+ → π+νν̄ decay, which is precisely predicted in the SM and may be en-
hanced or suppressed significantly in a variety of BSM scenarios. The analysis techniques
have developed with each year of data being investigated in independent analyses. Par-
ticular techniques for background evaluation for analysis of 2016 and 2017 data have been
presented, specifically for the K+ → π+π+π−, upstream and a posteriori cross-checks for
K+ → π+π0 and K+ → µ+νµ backgrounds. Further developments have led to the Run 1
result with measurement of the branching ratio

B(K+ → π+νν̄) = (11.0+4.0
−3.5|stat ± 0.3syst)× 10−11 , (8.0.1)

compatible with the SM prediction (see equation 2.3.11) within 1σ and representing evi-
dence for the K+ → π+νν̄ decay, rejecting the background-only hypothesis, with signifi-
cance of 3.5σ.

Alongside the headline measurement of B(K+ → π+νν̄), and within the same anal-
ysis framework, a search was performed for K+ → π+X where X is a new feebly in-
teracting, potentially long-lived, particle. New model-independent upper limits on the
branching ratio are placed which are competitive at low masses (0–100 MeV/c2) and im-
prove by a factor of O(10) at higher masses (155–260 MeV/c2). Specific BSM scenarios
are constrained with new exclusion bounds added to the relevant parameter spaces.

Searches for lepton number and flavour violation in K+ → πµe decays have been
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presented with new world-leading upper limits placed on three modes:

B(K+ → π−µ+e+) < 4.2× 10−11 @ 90%CL, (8.0.2)

B(K+ → π+µ−e+) < 6.6× 10−11 @ 90%CL, (8.0.3)

B(π0 → µ−e+) < 3.2× 10−10 @ 90%CL . (8.0.4)

These fit into a broader set of searches for lepton number and flavour violating processes
in K+ decays at NA62 including recent results on K+ → π−`+`+ (` = µ or e)) decays [34].
These analyses are not limited by background and further improvements are expected
with additional data-taking beginning in 2021.
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Appendix A

Signal Region Definition for the
Study of K+→ π+νν̄

The signal regions for the study of the K+ → π+νν̄ decay are shown in figure 5.2 in terms
of the squared missing mass, m2

miss defined in equation 5.1.1, and the momentum of the
candidate π+ track. The squared missing mass may be calculated in three ways:

1. m2
miss: The K+ and π+ four momenta are reconstructed using the 3-momentum

measurement of the GTK and STRAW respectively and the corresponding mass
hypotheses.

2. m2
miss(No GTK): The average beam K+ three-momentum and K+ mass hypothesis

is used to build the K+ 4-momentum while the π+ is treated as in case 1.

3. m2
miss(RICH): The π+ 4-momentum is reconstructed using the RICH as a velocity

spectrometer to measure the momentum under the assumption of the π+ mass, with
the K+ treated as in case 1.

The resolution of alternative squared missing masses m2
miss(No GTK) and m2

miss(RICH)
is degraded with respect to the default case, by a factor of approximately three [267]. How-
ever, this gives an additional tool to reject backgrounds originating from non-Gaussian
tails which arise from misreconstruction of GTK or STRAW tracks, for whichm2

miss(No GTK)
and m2

miss(RICH) respectively are not sensitive.

The full definition of kinematic regions, the signal regions and background regions,
is given in table A.1, which includes restrictions in terms of these alternative squared
missing mass variables. All regions must have π+ momentum (as reconstructed by the
STRAW) in the range 15–35 GeV/c. The definition of signal region 1 is differentiated
between momentum bins. For regions around the K+ → µ+νµ background definitions
vary as a function of momentum according to function

fµν(m
2
miss) = (m2

π0 −m2
µ)

(
1− pK+

pπ

)
, (A.0.1)
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which depends on the π0 and µ+ masses, m2
π0 and m2

µ, the nominal beam kaon momentum
magnitude pK+ = 75 GeV/c and the π+ momentum, pπ. All regions are shown in the 2D
plane of m2

miss versus pπ in figure 5.2 with boundaries motivated by physical kinematic
boundaries and the resolution of the squared missing mass variables.

Table A.1: Definition of kinematic regions for the studies of the K+ → π+νν̄ decay. In all
cases the π+ candidate momentum reconstructed by the STRAW, pπ must be in the range
15–35 GeV/c, slight modifications are made to signal region 1 for different momentum
regions. See figure 5.2 for two dimensional region definitions in the m2

miss versus pπ plane.

Regions m2
miss m2

miss(No GTK) m2
miss(RICH)

S
ig

n
al

R
eg

io
n

s R1 : pπ < 20 GeV/c 0–0.01 −0.005–0.0135 0–0.01
R1 : 20 < pπ < 25 GeV/c 0–0.01 −0.005–0.0135 0–0.02

R1 : pπ > 25 GeV/c 0–0.01 0–0.0135 0–0.02
R2 0.026–0.068 0.024–0.068 0.02–0.07

C
on

tr
ol

R
eg

io
n

s

CR1 (π+π0) 0.015–0.021 – –
CR2 (π+π0) 0.021–0.026 – –

CR (µν) 0 – [fµν(m
2
miss)− 0.006] – –

3πCR 0.068–0.072 – –
negR < [fµν(m

2
miss)− 0.007] – –

B
k
g.

R
eg

io
n

s π+π0R 0.015–0.021 – 0–0.07
µνR −0.05 – [fµν(m

2
miss) + 0.036] – –

3πR > 0.72 – –

Figure A.1 shows the distribution of K+ → π+π0 and K+ → µ+νµ control samples
in the plane of alternative definitions of the squared missing mass versus the standard defi-
nition. The signal regions and π+π0 background region are illustrated in the m2

miss(RICH)
versus m2

miss plane in figure A.2. Figure A.2 shows a sub-sample of 2016 data passing the
signal K+ → π+νν̄ selection before π0 rejection with π+ candidates in momentum range
15–35 GeV/c. By comparison to figure A.1 the background from K+ → π+π0 decays can
be seen including the diagonal line entering into signal region 2 as well as K+ → π+π+π−

beyond the signal regions in the upper right corner and K+ → µ+νµ in the lower left
corner.

The three-dimensional squared missing mass definitions of the signal regions leads to
slight decreases in the signal acceptance and improved rejection of background especially
at the boundaries of the signal regions which can be visible when results are illustrated
in terms of m2

miss alone.

Table A.1 and details presented in this section apply directly to analysis of 2016
and 2017 data. For the 2016 K+ → π+π+π− background studies, see section 5.2, the
3πR border was slightly shifted to 0.075 GeV2/c4 (set prior to final 3πR definition), the
impact of this is negligible and was accounted for in results. In the analysis of 2017 data
additional control regions were added at higher π+ candidate momenta. For analysis
of 2018 data signal region 2 was expanded to cover the momentum range 15–45 GeV/c,
further control regions were added and some were redefined considering the signal region
change.
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Figure A.1: Control samples of K+ → π+π0 [upper, (a) and (b)] and and K+ → µ+νµ
[lower, (c) and (d)] selected in a subset of 2016 data, showing their distributions in two-
dimensional planes of an alternative squared missing mass variable, m2

miss(No GTK) [(a)
and (c)] or m2

miss(RICH) [(b) and (d)], versus the default m2
miss. The signal regions

are indicated by thick red boxes and kinematic boundaries are indicated by grey dotted
lines, from right to left: fµν(m

2
miss)max(ppi = 35 GeV/c) − 3σm2

miss
, two lines around the

π0 mass squared at |m2
miss − m2

π0| = 3σm2
miss

and below the 3π kinematic endpoint at

4m2
π+ − 3σm2

miss
. These define the boundaries of control and background regions.
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Figure A.2: ( [267], edited) Distribution of selected events in the m2
miss(RICH) versus m2

miss

plane for a subsample of 2016 data at an intermediate stage of the signal K+ → π+νν̄
selection before π0 rejection and with π+ candidate track momentum between 15 and
35 GeV/c. The signal regions are shown by thick red boxes (with the slight variations for
different momentum bins, see table A.1, indicated by overlaid dark red and dark magenta
boxes) and the π+π0 background region is indicated by the black box. Vertical dotted
grey lines indicate kinematic boundaries, see caption of figure A.1.
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Appendix B

Additional Information Regarding
The K+→ π+π+π− Background In
K+→ π+νν̄ Studies

B.1 Avoiding Bias and Establishing the Validity of

the Analysis Procedure

The analysis concept is non-standard and therefore it is important to perform checks to
ascertain its validity. In particular there is a clear risk of introducing bias in selection
of the control sample of K+ → π+π+π− events with a possible π3 candidate. The 2π
tagging procedure aims to mitigate this by remaining independent of the π3 kinematics,
although this in itself could introduce bias. Therefore alongside the standard analysis pro-
cedure (selecting K+ → π+π+π− events using 2π tagging followed by a πνν̄-like selection)
four other similar procedures were performed. Comparison of the results of the different
procedures should reveal any bias introduced. The five analysis procedures carried out
were:

1. K+ → π+π+π− selection via 2π tagging followed by a πνν̄-like selection.
This is the standard analysis procedure, it is applied to the data, and details are
provided in section 5.2.5.

2. Simulation study A.
The same standard analysis procedure is applied to simulated K+ → π+π+π−

events. Comparison with case 1 provides a test of the extent to which simulations
can describe the data for this specific scenario.

3. Simulation study B: no 2π tagging, πνν̄-like selection applied to all down-
stream tracks.
The 2π tagging selection is bypassed and all downstream tracks are considered as
potential π3 candidates. However, the photon veto conditions, usually applied in
the 2π tagging selection, are maintained since these must be applied for a πνν̄-like
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selection. This applies to the subsequent two cases which also skip the 2π tagging
selection. This removal of the 2π tagging selection is possible for simulation studies
since these explicitly include only K+ → π+π+π− events, while with data the pre-
selection of the K+ → π+π+π− control sample must be performed to isolate such
events.

4. Simulation study C: no 2π tagging, πνν̄-like selection applied to events
with at least one π+.
Here the 2π tagging selection is bypassed and, for any event with at least one π+

identified according to the criteria below, each downstream track is considered as
a potential π3 candidate. This accounts for the fact that misreconstruction may
misassociate detector signals to incorrect tracks. The criteria to identify a π+ are:

• Track has charge +1.

• LKr E/p < 0.9.

• No associated MUV3 signals.

• Track momentum in range 15–35 GeV/c.

• RICH most likely hypothesis is π+.

5. Simulation study D: no 2π tagging, πνν̄-like selection applied to events
with exactly one π+.
The 2π tagging selection is bypassed and, for events with exactly one π+ (passing
conditions above), the selected track is considered as a potential π3 candidate. This
is the closest πνν̄-like analogue considered without 2π tagging.

B.2 K+ → π+π+π− Background Kinematic Tail Frac-

tion Results From All Analysis Procedures

The total number of events observed in each of the five analysis procedures for the regions
of interest is given in table B.1 and the corresponding m2

miss distributions displayed in
figure B.1. The two-dimensional histograms of m2

miss versus zvtx for all five analysis
procedures are shown in figure B.2.

Table B.1: Number of Cases Passing Selection in RII, CR and RCR.

Analysis RII CR RCR Total
1. Data 4 25 0 252355
2. K3π MC 0 14 0 101535
3. K3π MC+!2πTag 25 1529 11 1011823
4. MC+!2πTag+AL1π+ 23 1496 10 986447
5. MC+!2πTag+E1π+ 10 770 6 501920

The tail fraction results for signal region 2, the fullK+ → π+π+π− control region and
restricted control region are given for each of the five analysis procedures in tables B.2, B.3
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Figure B.1: TheK+–π3 pairm2
miss distributions obtained from the five analysis procedures

described in section B.1. The grey, orange and cyan regions illustrate respectively signal
region 2, the full control region and restricted control region.

  [m]vtxZ 
110 120 130 140 150 160 170

]2
 [M

eV
2 M

is
s

M 

0

20

40

60

80

100

120

310×

0

5

10

15

20

25

30

35

40

  [Data]vtx vs Z2)+πP−K= (P2
Miss M

0

5

10

15

20

25

30

35

40

  [m]vtxZ 
110 120 130 140 150 160 170

]2
 [M

eV
2 M

is
s

M 

0

20

40

60

80

100

120

310×

0

2

4

6

8

10

12

14

16

18

20

22

  MC]
π3

 [Kvtx vs Z2)+πP−K= (P2
Miss M

0

2

4

6

8

10

12

14

16

18

20

22

  [m]vtxZ 
110 120 130 140 150 160 170

]2
 [M

eV
2 M

is
s

M 

0

20

40

60

80

100

120

310×

0

10

20

30

40

50

60

70

80

 Tag]π MC+!2
π3

 [K
vtx

 vs Z2)+πP−K= (P2
Miss M

0

10

20

30

40

50

60

70

80

  [m]vtxZ 
110 120 130 140 150 160 170

]2
 [M

eV
2 M

is
s

M 

0

20

40

60

80

100

120

310×

0

10

20

30

40

50

60

70

80

 ]+πTag+AL1π [MC+!2vtx vs Z2)+πP−K= (P2
Miss M

0

10

20

30

40

50

60

70

80

  [m]vtxZ 
110 120 130 140 150 160 170

]2
 [M

eV
2 M

is
s

M 

0

20

40

60

80

100

120

310×

0

5

10

15

20

25

30

35

40

 ]+πTag+E1π [MC+!2vtx vs Z2)+πP−K= (P2
Miss M

0

5

10

15

20

25

30

35

40

Figure B.2: K+–π3 squared missing mass versus vertex z position two dimensional his-
tograms for the five analysis procedures described in section B.1. The grey, orange and
cyan regions illustrate respectively signal region 2, the full control region and restricted
control region.
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Figure B.3: Total tail fraction results for the three regions of interest and five analysis
procedures.

and B.4 respectively. The results are depicted graphically for the three regions of interest
in figure B.3 and broken down as a function of momentum in figure B.4 and of zvtx in
figure B.5.

Table B.2: Final Results for RII (26× 103 < M2
Miss < 68× 103 MeV2/c4).

zvtx[m] \Analysis Data K3π MC K3π MC +!2πTag MC +!2πTag+AL 1π+ MC +!2πTag+E 1π+

115− 125 m
(
0+3.2
−0

)
× 10−5

(
0+7.9
−0

)
× 10−5

(
1.6+2.0
−1.0

)
× 10−5

(
1.6+2.1
−1.1

)
× 10−5

(
9+34
−9

)
× 10−6

125− 135 m
(
1.2+4.6
−1.2

)
× 10−5

(
0+9.0
−0

)
× 10−5

(
2.1+2.3
−1.3

)
× 10−5

(
1.7+2.2
−1.1

)
× 10−5

(
0+2.8
−0

)
× 10−5

135− 145 m
(
0+5.5
−0

)
× 10−5

(
0+1.3
−0

)
× 10−4

(
1.4+2.2
−1.0

)
× 10−5

(
1.9+2.4
−1.2

)
× 10−5

(
2.8+4.5
−2.0

)
× 10−5

145− 155 m
(
1.0+2.0
−0.8

)
× 10−4

(
0+3.6
−0

)
× 10−4

(
2.7+3.0
−1.7

)
× 10−5

(
2.3+2.9
−1.5

)
× 10−5

(
3.0+4.7
−2.2

)
× 10−5

155− 165 m
(
6+23
−6

)
× 10−4 (0+6.4)× 10−3

(
7.0+5.6
−3.5

)
× 10−5

(
6.3+5.6
−3.4

)
× 10−5

(
3.9+6.2
−2.9

)
× 10−5

Total
(
1.6+2.0
−1.0

)
× 10−5

(
0+3.0
−0

)
× 10−5

(
2.47+0.98

−0.75

)
× 10−5

(
2.33+0.97

−0.74

)
× 10−5

(
2.0+1.4
−0.9

)
× 10−5

Table B.3: Final Results for CR (68× 103 < M2
Miss < 75× 103 MeV2/c4).

zvtx[m] \Analysis Data K3π MC K3π MC +!2πTag MC +!2πTag+AL 1π+ MC +!2πTag+E 1π+

115− 125 m
(
8.6+6.9
−4.3

)
× 10−5

(
1.6+1.5
−0.9

)
× 10−4

(
1.15+0.12

−0.11

)
× 10−3

(
1.15+0.12

−0.11

)
× 10−3

(
8.4+1.6
−1.4

)
× 10−4

125− 135 m
(
8.5+7.5
−4.5

)
× 10−5

(
6+12
−5

)
× 10−5

(
1.27+0.13

−0.12

)
× 10−3

(
1.28+0.13

−0.12

)
× 10−3

(
8.9+1.6
−1.4

)
× 10−4

135− 145 m
(
1.3+1.1
−0.7

)
× 10−4

(
1.8+2.4
−1.2

)
× 10−4

(
1.43+0.14

−0.13

)
× 10−3

(
1.42+0.14

−0.13

)
× 10−3

(
1.31+0.20

−0.18

)
× 10−3

145− 155 m
(
1.0+2.0
−0.8

)
× 10−4

(
0+3.64
−0

)
× 10−4

(
1.84+0.17

−0.16

)
× 10−3

(
1.85+0.18

−0.16

)
× 10−3

(
2.02+0.35

−0.23

)
× 10−3

155− 165 m
(
6+23
−6

)
× 10−4

(
4.3+9.1
−3.5

)
× 10−3

(
2.46+0.25

−0.24

)
× 10−3

(
2.49+0.26

−0.24

)
× 10−3

(
3.11+0.35

−0.32

)
× 10−3

Total
(
9.9+4.0
−3.0

)
× 10−5

(
1.38+0.78

−0.55

)
× 10−4

(
1.511+0.065

−0.063

)
× 10−3

(
1.517+0.066

−0.064

)
× 10−3

(
1.534+0.094

−0.090

)
× 10−3

Table B.4: Final Results for RCR (68× 103 < M2
Miss < 70× 103 MeV2/c4).

zvtx[m] \Analysis Data K3π MC K3π MC +!2πTag MC +!2πTag+AL 1π+ MC +!2πTag+E 1π+

115− 125 m
(
0+3.2
−0

)
× 10−5

(
0+8.0
−0

)
× 10−5

(
0+1.2
−0

)
× 10−5

(
0+1.2
−0

)
× 10−5

(
0+2.7
−0

)
× 10−5

125− 135 m
(
0+3.6
−0

)
× 10−5

(
0+9.0
−0

)
× 10−5

(
1.2+2.0
−9.3

)
× 10−6

(
1.3+2.0
−0.9

)
× 10−5

(
0+2.8
−0

)
× 10−5

135− 145 m
(
0+5.4
−0

)
× 10−5

(
0+1.4
−0

)
× 10−4

(
0+1.4
−0

)
× 10−5

(
0+1.4
−0

)
× 10−5

(
0+2.8
−0

)
× 10−5

145− 155 m
(
0+1.4
−0

)
× 10−4

(
0+3.6
−0

)
× 10−4

(
1.6+2.6
−2.0

)
× 10−5

(
1.1+2.4
−0.9

)
× 10−5

(
1.0+3.7
−0.9

)
× 10−5

155− 165 m
(
0+1.8
−0

)
× 10−3

(
0+6.4
−0

)
× 10−3

(
4.4+4.8
−2.6

)
× 10−5

(
4.5+5.0
−2.7

)
× 10−5

(
6.6+7.2
−4.0

)
× 10−5

Total
(
0+1.2
−0

)
× 10−5

(
0+3.0
−0

)
× 10−5

(
1.09+0.71

−0.48

)
× 10−5

(
1.01+0.71

−0.46

)
× 10−5

(
1.2+1.6
−0.7

)
× 10−5

Informed by the results obtained for signal region 2 (table B.2) a conservative upper
limit on the tail fraction is proposed as FRII

K3π texttail
< 5× 10−5.
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Figure B.4: Tail fraction results in the four momentum regions for the three regions of
interest and five analysis procedures.
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Figure B.5: Tail fraction results in the zvtx regions for the three regions of interest and
five analysis procedures.

For the K+ → π+π+π− control region two separate upper limits are established
because of the clear difference between the results with and without the 2π tagging pro-
cedure. This difference is a side-effect of the significant difference in the m2

miss distribution
observed with and without the requirement that at least one two-track vertex is formed,
the first selection condition for 2π tagging. Figure B.6 illustrates the difference in the
m2
miss spectrum before and after this single requirement. This is understood to create the

discrepancy between the analysis with and without 2π tagging clearly seen in the global
tail fraction in the control region (figure B.3, centre). The conservative upper limits are:
FCR+2πT
K3πTail

< 3×10−4 and FCR!2πT
K3πTail

< 3×10−3 for the cases with and without the application
of the 2π tagging procedure respectively.

For the restricted control region similar consideration of results (table B.4) lead to
a limit on the tail fraction of FRCR

K3πTail
< 4× 10−5. Here the differences in results between

use or not of the 2π tagging procedure are less pronounced due to the narrow width of
the region and its position at the lower end of the control region. However, while 0 events
are observed in RCR for the two analyses using 2π tagging, events are observed for cases
without it. This suggests some impact of the systematic change in kinematic properties
of events considered if the requirement is made for at least one two-track vertex to be
formed.
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Figure B.6: Reconstructed m2
miss distribution before (left) and after (right) the require-

ment that at least one two-track vertex is formed.

The tail fraction results can be summarised as:

RII :FRII
K3πTail

< 5× 10−5 , (B.2.1)

CR (+2π Tagging) :FCR+2πT
K3πTail

< 3× 10−4 , (B.2.2)

CR (No 2π Tagging) :FCR!2πT
K3πTail

< 3× 10−3 , (B.2.3)

RCR :FRCR
K3πTail

< 4× 10−5 . (B.2.4)
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Appendix C

Detailed Qualitative Study of
Upstream Background Simulations

C.1 Boosting Statistical Power Using a Library of

Upstream Pileup Tracks

To become a background event upstream decays require pileup GTK tracks to be matched
to the candidate π+. A library of 60, 000 upstream tracks and upstream detector re-
sponses, out-of-time with physics events in 2017 data, are stored and can then be injected
into a simulated event by the UpstreamPileupGenerator tool. By default this injection
of pileup is random and based on a template intensity profile derived from 2017 data.
However, a system was developed allowing injection of a specific pileup event from the
library and in this way, at least in principle, for every K+ → π+[invisible]π0 decay gener-
ated 60, 000 possible upstream pileup scenarios can be injected. This dramatically boosts
the statistical power of each simulated decay event. Unfortunately this leads to bias;
because of the very specific geometric conditions needed to form a snake or mamba-like
signature if a good match is made between the π+ and one pileup GTK track it is likely
that many other pileup GTK tracks in the pileup library will also match. This results in
nonphysical results with localised spikes in differential distributions in one and two dimen-
sions and therefore cannot be used for detailed studies. However, it does allow qualitative
studies to be performed, with bias being negligible when using each simulated event less
than 10 times and injecting different upstream pileup tracks. Moreover this functionality
allowed the study of time profiles, as shown in section 5.3.2.3, by varying the size of the
half-window in which pileup tracks are injected, t 1

2
w, as shown in figure 5.25.

C.2 Impact of RSTRAW1 versus zvtx Cut

In the selection a two dimensional region is isolated in the radius of a track at STRAW1,
RSTRAW1, and the z position of the K+–π+ vertex, zvtx, as illustrated in figure C.1, to
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Figure C.1: Distribution of reconstructed π+ track radius at STRAW1 versus the recon-
structed K+–π+ vertex z position from simulations of upstream K+ decays (left) and
signal K+ → π+νν̄ (right) with π+ track momentum in range 15–35 GeV/c and requiring
105 < zvtx < 165 m. The black line indicates the expected distribution for K+ → π+νν̄
events and the red line indicates the region within which events are selected, rejecting
upstream background.

reject upstream and multi-body backgrounds. If this requirement is not enforced a larger
sample size of of this class of events is available for studies, however the properties of this
super-set no longer match the upstream background events. As an example, the change
in the CDA distribution is shown in figure C.2. This requirement also rejects events
with no scattering in STRAW1, as illustrated by figure C.3, for simulation of snakes only.
For simulated events the actual position of the π+ at the collimator exit plane is known
and can be compared to the position projected back using the reconstructed π+ track.
If there is no scattering in STRAW1 then the actual and projected positions match (to
within the precision of the reconstruction), seen in figure C.3c. If the RSTRAW1 versus
zvtx cut is applied then such events are rejected as shown by figure C.3d. Corresponding
distributions of π+ projected positions (figures C.3a and C.3d respectively) show a greater
fractional population of events closer to the central region when the cut is not applied.

C.3 Study of Events With no STRAW1 Scattering

Using the plane of difference in true π+ position and projected position at the collimator
exit, simulated events where no STRAW1 scattering has taken place can be isolated
by selecting the central spot with ∆R =

√
∆x2 −∆y2 < 5 mm (see figure C.3c) only.

If this is done a strange distribution emerges in the m2
miss versus momentum plane as

shown by figure C.4a. The two curving structures observed may be understood once it is
found that they arise from decays in the final two BEND magnets (5 and 6), as shown by
figure C.4b. The decay inside the magnetic field causes the path of the π+ to deviate from
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(a) (b)

Figure C.2: CDA distributions for K+ → π+νν̄ signal regions with (right) and without
(left) RSTRAW1 versus zvtx cut.

the beam axis and, with a small perturbation, can hit the GTK3 in a slightly different
position. Depending on the precise nature of the event, matching between pileup hits
in GTK1 and this deviated hit in GTK3 lead to mismeasurement of the beam particle
momentum (by up to O(10 GeV/c)) and therefore a squared missing mass inconsistent
with the expectation of m2

π0 for standard K+ → π+π0 decays. This effect is momentum
dependent and depends on the direction of perturbation of the upstream track, with the
BEND5 and 6 being responsible for the positive and negative tails respectively. The
higher the momentum of the π+ the closer to the expected position of the beam particle
the deviated track will be and so the closer m2

miss will be to the expected value of m2
π0 .

C.4 Impact of Beam Background Cut

Rejection of beam background is included in the selection, effectively removing decays
with π+ projecting back to the very central region at the final collimator corresponding
to the expected beam position (see figure 5.19). If this selection criteria is relaxed when
analysing upstream K+ decay simulations the selected events are dominated by those
arising from the central beam region, see figure C.5a. These events have a similar two-
arm structure in the m2

miss versus momentum plane, figure C.5b, as observed for the
no-scattering events discussed above (figure C.4) and is similarly explained by the effects
of decays in the magnetic fields, which is clear from figure C.5c.
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Figure C.3: Projected position of π+ track at reference upstream plane after the final
collimator (top, a and b) and difference between this position and the true position of the
π+ when it passed through the same plane (bottom, c and d). Distributions are shown
for cases without (left, a and c) and with (right, b and d) the zvtx versus STRAW1 radius
selection condition (see figure C.1).
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(a) (b)

Figure C.4: Squared missing mass versus π+ momentum (left, a) and true K+ decay z
position (right, b) for simulated upstream K+ → π+[invisible]π0 decays without STRAW1
scattering. The two structures observed in the left plot correspond to decays in the
magnetic field of BEND5 and BEND6 for the upper and lower structures respectively,
with the former seen clearly on the right hand plot.

(a) (b)

(c)

Figure C.5: Selected distributions from upstream decays (snakes) simulations without
beam background rejection criteria enforced. The (x, y) projected position at the final
collimator exit of the π+ is shown in (a), with the corresponding m2

miss versus momentum
(b) and m2

miss versus true decay z position (c). The two large structures, distributed
in m2

miss, observed in (b) and (c) are seen, in (c), to originate around the final dipole
BEND 5 and 6 magnets (located at 93.36 < zB5a < 95.86 m and 96.96 < ZB6 < 99.46 m
respectively) from decays in the magnetic fields.
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(a) (b) (c)

Figure C.6: (a) Projected positions of π+ at the final collimator exit for selected events
from simulations using Geant4beamline for the region upstream of the Cedar/KTAG and
for injecting pileup tracks, to be compared to figure C.3c using the standard simulations
strategy. Direct comparisons between standard simulations, injecting 8 pileup tracks
(GITPx8) and the Geant4beamline simulations (G4BLSS), are shown for the CDA (b)
and radius of π+ tracks at STRAW1 (c).

C.5 Pileup Treatment and Comparison with Geant4

BeamLine treatment

An alternative simulation strategy was trialled for this analysis using Geant4beamline
(G4BL) [268] simulations which include a description of the beamline preceding the Cedar/
KTAG starting from simulation of interactions of protons in the target and tracking of all
particles to the Cedar entrance plane. To replicate the snakes scenario of upstream back-
ground beam K+ from G4BL are forced to decay as K+ → π+[invisible]π0 in the upstream
region (between GTK2 and GTK3) with fast MC simulation strategy for downstream
detectors. Any particles produced concurrently during beam interactions upstream are
tracked by G4BL and injected into the simulation providing associated upstream pileup
tracks. Comparison with the standard simulation strategy, injecting in-time tracks from
the UpstreamPileupGenerator library (with 8 iterations, labelled 8xGITP) and validated
against data, demonstrated that this G4BL ‘snakes scenario’ (labelled G4BLSS) simula-
tion was able to reproduce the basic event properties. See figure C.6. A limited G4BL
simulation sample size was available for these tests but this was a powerful cross-check of
the alternative simulation strategy for the upstream region since events of these kind are
highly sensitive to upstream material and magnetic field simulation.

C.6 Decays Upstream of GTK2

Simulated K+ decays upstream of the GTK2 are observed to pass the enriched upstream
selection, as shown in figure C.7a. These decays are responsible for two features observed
in the m2

miss versus momentum distribution shown in figure C.7b: a horizontal band at
m2
miss ≈ m2

π0 and a curved band which follows the curve expected for µ+ from K+ → µ+νµ
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Figure C.7: m2
miss versus simulated K+ decay z positions (a) and momenta (b) including

decays before GTK2 (zGTK2 = 92.8 m). Decays before GTK2 lead to a horizontal band
in (b) at m2

miss ≈ m2
π0 and curved K+ → µ+νµ-like band. The analogous distribution to

(b) for analysis of simulations of K+ decays after GTK2 only is shown in (c).

decays. The former represents situations where, since the π+ from the decay upstream of
GTK2 traverses the full length of both BEND5 and BEND6, the overall effect of the pair
of magnets is a parallel displacement upwards with respect to a 75 GeV/c particle by an
amount dependant on its momentum. This π+ is then detected downstream, matched to a
pileup GTK track from the nominal beam giving precisely the signature of a K+ → π+π0

decay, observed as the horizontal band. The latter curved K+ → µ+νµ-like band is caused
by the same type of event but with a π+ → µ+νµ decay in flight, the µ+ is mis-tagged as
a π+ because of the fast MC emulation of PID which was not calibrated for such early
decays. Because of this, and since PID rejection of µ+ has a low inefficiency of O(10−7)
(on top of the rarity of upstream backgrounds) the reasonable approximation is made
that if a π+ → µ+νµ decay in flight occurs and the µ+ is reconstructed by the STRAWs
then the event is rejected. Both features seen in figure C.7b are removed if only events
with K+ decays after GTK2 are analysed, as shown by figure C.7c.

C.7 Magnetic Field Simulations and Mambas

The two classes of upstream background arising from K+ decays upstream are snakes and
mambas. The simulation of snakes has already been demonstrated in the above sections
using several simulation strategies. The mambas mechanism is slightly different since the
daughter π+ track must diverge more from the standard beam path and its projection
points back to the gap in the final GTK dipole magnet BEND6. For this situation to
arise the π+ track must be bent in the BEND6 magnetic field present outside the beam
pipe and in the hole in the magnet yoke. Originally this field was not simulated and only
snake-like events were seen upon analysis, however once the magnetic field was added a
population of mamba-like events was discovered, see figure C.8. This result demonstrates
that the mambas mechanism requires π+ to deviate significantly from the standard beam
path and experience different magnetic fields.
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Figure C.8: (a) Illustration of the path of mamba-like π+ upstream with and without
simulated magnetic field outside the beam pipe. (b) (x, y) projection back to the collima-
tor exit for π+ tracks reconstructed downstream with both snakes-like and mamba-like
populations highlighted. Without the inclusion of the magnetic (B) field outside the beam
pipe the mambas population is not observed, see for example figure C.3b.
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Appendix D

Details of Background Predictions
from Tail Fractions

From the control samples for K+ → π+π0 and K+ → µ+νµ decays in 2017 data the
kinematic tail fractions derived, for each momentum bin, are shown in figure D.1.

After the signal selection is applied to 2017 data the m2
miss spectrum observed in the

background regions (µνR, π+π0R and 3πR, see figures 5.1 and 5.2), due to K+ → µ+ν,
K+ → π+π0 and K+ → π+π+π− decays, are shown in figure D.2a. The number of
observed events in each momentum bin are shown in figure D.2b. In total there are
474, 241 and 159 events due to K+ → µ+ν, K+ → π+π0 and K+ → π+π+π− decays
respectively in the 15–35 GeV/c momentum range used for signal regions in 2017.

Using the tail fraction results from figures D.1b and D.1a and section 5.2, the number
of observed events shown in figure D.2b, and equation 5.4.1 the expected background is
calculated with results shown in figures 5.33b and 5.32b for K+ → µ+ν and K+ → π+π0

decays for each momentum bin. Total expected background results, integrated over all
momentum bins, are given for the analysis of 2017 data by equations 5.4.5, 5.4.3 and 5.2.8
for K+ → µ+ν, K+ → π+π0 and K+ → π+π+π− decays respectively. The same method
was followed for the 2016 analysis.
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Figure 14: Top left: reconstructed m2
miss distribution of the K+ ! ⇡+⇡0 control data events

selected by tagging the ⇡0 (full symbols, see text for details) integrated over the 15� 35GeV/c
momentum range. Simulated samples of K+ ! ⇡+⇡0 decays and backgrounds (normalized
to the data in the K+ ! ⇡+⇡0 region) are superimposed. Signal regions 1 and 2 are shown.
The K+ ! ⇡+⇡0 region, defined by the condition 0.015 < m2

miss < 0.021GeV2/c4, and the
control regions, comprised between the signal and K+ ! ⇡+⇡0 regions, are not shown. Top
right: same as top-left, but the simulated K+ ! ⇡+⇡0 sample is selected without applying
the ⇡0 tagging; simulated backgrounds are not shown. Bottom left : the probability fkin,
defined in the text, measured using the K+ ! ⇡+⇡0 control sample in bins of ⇡+ momentum,
separately for signal region 1 and 2 and combined, with the statistical uncertainties. Bottom
right: expected and observed numbers of background events in the K+ ! ⇡+⇡0(�) decay
control regions in ⇡+ momentum bins. The errors are statistical for the observed numbers of
events, and dominated by systematics for the expected numbers of events.
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Figure 15: Top left: distributions of the PNN-triggered events in the (⇡+ momentum, m2
miss)

plane after the PNN selection in the µ⌫ (red contour) and control m2
miss (blue contour) re-

gions. The control region is used only for validation of the background estimation. Top right:
reconstructed m2

miss distribution of the K+ ! µ+⌫(�) control data events (full symbols, see
text for details) integrated over the 15–35 GeV/c momentum range. The distribution of sim-
ulated K+ ! µ+⌫(�) decays is superimposed. Signal regions 1 and 2 are shown. Bottom
left: the probability fkin measured using the K+ ! µ+⌫(�) control sample in bins of recon-
structed ⇡+ momentum, separately for signal region 1 and 2 and combined (black symbols), and
the corresponding statistical uncertainties. Bottom right: expected and observed numbers of
background events from K+ ! µ+⌫(�) decays in the µ⌫ control region in ⇡+ momentum bins.
The errors are statistically dominated.
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(b)

Figure D.1: [125] Measured kinematic tail fractions for signal regions 1 (blue), 2 (red) and
total (points) for (a) K+ → π+π0 and (b) K+ → µ+νµ decays in 2017 data.
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Figure D.2: (a) Squared missing mass spectrum for selected events in 2017 data in the
regions µνR (green), 2πR (blue) and 3πR (light blue) attributed to be due approximately
exclusively to K+ → µ+ν, K+ → π+π0 and K+ → π+π+π− decays (indicated by cor-
responding colours of data points). Signal regions are indicated by the yellow shaded
regions. (b) Observed number of events from (a) in each momentum bin.
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Appendix E

Time Resolution Measurements

The time resolution for each data-taking period for the CHOD, NA48-CHOD, RICH and
STRAW Spectrometer (full track time and leading edge time) have been measured with
respect to the trigger with results in table E.1. Improvements in CHOD reconstruction
lead to an improvement in resolution after 2016. Representative plots are shown in figures
E.1–E.5 for the weighted mean of the full 17+18 sample (as used for the search for
K+ → πµe decays reported in chapter 7) showing the tdetector − ttrig distribution and the
Gaussian fit used to determine the resolution. The precision of these measurements is
limited by reasonable choice of fit ranges and choice of a simple Gaussian function for
fitting and is estimated to be of order 5%, with this assumption figure E.6 summarises
the measurements of time resolution versus data-taking period.

Table E.1: Track time resolutions for detectors for each data-taking period.

Period σt(NA48-CHOD) [ns] σt(CHOD) [ns] σt(RICH) [ns] σt(Spectrometer) [ns] σt(Spectrometer Leading) [ns]
16A 0.261 1.01 0.161 5.32 0.901
17D 0.279 0.741 0.162 5.39 0.906
17C 0.275 0.764 0.163 5.39 0.936
17B 0.275 0.771 0.162 5.40 0.943
17A 0.270 0.774 0.157 5.43 0.960
18A 0.271 0.800 0.188 5.43 0.960
18B 0.270 0.819 0.181 5.43 0.952
18C 0.263 0.834 0.176 5.45 0.968
18D 0.265 0.840 0.177 5.43 0.966
18E 0.266 0.850 0.175 5.44 0.964
18F 0.267 0.847 0.171 5.48 0.975
18G 0.272 0.850 0.168 5.48 0.975
18H 0.280 0.853 0.168 5.43 0.994

17+18 weighted mean 0.271 0.809 0.170 5.43 0.958
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Figure E.1: Distribution of NA48-
CHOD time (matched to tracks) minus
trigger time with Gaussian fit used to
measure time resolution.
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Figure E.2: Distribution of CHOD time
(matched to tracks) minus trigger time
with Gaussian fit used to measure time
resolution.
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Figure E.3: Distribution of RICH time
(matched to tracks) minus trigger time
with Gaussian fit used to measure time
resolution.
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Figure E.4: Distribution of spectrome-
ter track time minus trigger time with
Gaussian fit used to measure time reso-
lution.
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Figure E.5: Distribution of spectrometer
leading time (for tracks) minus trigger
time with Gaussian fit used to measure
time resolution.
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Appendix F

Effective Downscaling Factor For
K+→ πµe Search

F.1 Ideal Case: 100% Efficient Triggers

Each trigger (labelled X) has a downscaling factor DX at level 0. This means that only
every DX events that pass the L0 trigger requirements are recorded. The probability of
an event being stored, given that it has properties that fulfil the trigger requirements,
is Ptrig,X = 1

DX
, the inverse of the downscaling factor. Conversely, the probability that

such an event is not recorded is 1 − Ptrig,X = 1 − 1
DX

. If one combines 3 trigger streams

(now using labels MT, MTµ and MTe to label the three triggers used in the K+ →
πµe search) then the probability of an event not being recorded by any trigger is 1 −
Ptrig,MTPtrig,MTµPtrig,MTe. One can then define the effective downscaling factor, Deff , as
the inverse of this quantity giving

Deff =
1

1−
(

1− 1
DMT

)(
1− 1

DMTµ

)(
1− 1

DMTe

) , (F.1.1)

where the downscaling factors for the MT, MTµ and MTe triggers are DMT , DMTµ and
DMTe respectively.

F.2 General Case: Imperfect Triggers

In the general case the probability of an event with properties that fulfil the trigger
requirements (for trigger X) being stored is Ptrig,X = εX

DX
. Here εX is the efficiency of

the trigger - the probability that a trigger signal is recorded given that the event has
properties which fulfil the trigger requirements.

In this case the probability of an event not being recorded is the same,
1 − Ptrig,MTPtrig,MTµPtrig,MTe, while the individual probabilities are modified, as shown
above, by the trigger efficiencies. This means that the probability of an event being
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recorded is given by P =
εeff
Deff

where the combination of effective trigger downsacling and

efficiency becomes

Deff

εeff
=

1

1−
(

1− εMT

DMT

)(
1− εMTµ

DMTµ

)(
1− εMTe

DMTe

) =
(εeff )

−1

1−
(

1− 1
DMT

)(
1− 1

DMTµ

)(
1− 1

DMTe

) .
(F.2.1)

where εeff is the effective signal trigger efficiency defined by equation 7.3.1. This ratio is
included in the definition of the single event sensitivity, equation 7.4.6, accounting for the
effective downscaling and trigger efficiency effects arising from combining data from three
trigger streams for the search for K+ → πµe decays. Equation 7.4.6 can be expanded to
give

BSES =
AK3π

As

BK3π

NK3π

DMT

εK3π
MT

[
1−

(
1− εsMT

DMT

)(
1− εsMTµ

DMTµ

)(
1− εsMTe

DMTe

)]−1

, (F.2.2)
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AK3π
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BK3π

NK3π

DMT

ε
K3π
MT

 εsMT

DMT

+
εsMTµ

DMTµ

+
εsMTe

DMTe︸ ︷︷ ︸
event passes 1 trigger

− εsMT ε
s
MTµ

DMTDMTµ

− εsMT ε
s
MTe

DMTDMTe

− εsMTµε
s
MTe

DMTµDMTe︸ ︷︷ ︸
passes 2 triggers

+
εsMT ε

s
MTµε

s
MTe

DMTDMTµDMTe︸ ︷︷ ︸
passes all 3 triggers


−1

,

(F.2.3)
where terms arising from signal events passing one, two or three triggers simultaneously
are highlighted.
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Appendix G

PID study control sample selections

G.1 K+ → π+π+π− Control Sample Selection

1. Exactly three tracks in the event.

2. Exactly one three-track vertex reconstructed in the event.

3. Vertex charge = +1.

4. Vertex has good quality with χ2
vtx < 30.

5. All 3 tracks are inside geometric acceptance of: all 4 STRAWs, NA48-CHOD,
CHOD, LKr, miss the LAV and inside MUV3 acceptance.

6. An NA48-CHOD and/or CHOD association exists for each track.

7. The vertex time (constructed from the weighted mean of the three track times
which are individually calculated from a weighted mean of the NA48-CHOD and
CHOD times with weights corresponding to the measured time resolution for that
detector for the relevant data-taking period) must be consistent with the trigger
time: |tvtx − ttrig| < 5 ns.

8. Each track time must be consistent with the vertex time: |ttrk,i − tvtx| < 5 ns.

9. There is at least one KTAG candidate with at least five-sector coincidence.

10. The KTAG time best matching the vertex time satisfies: |tKTAG − tvtx| < 3 ns.

11. NA48-CHOD shower-like events are rejected.

12. The total resultant three-track momentum must be consistent with the beam average
(taken from the BeamParameters database): |p3trk − pBPK | < 2.5 GeV/c.

13. The transverse momentum of the three-track final state with respect to the beam
average momentum must be small: pT < 0.030 GeV/c.
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14. The three-track vertex must be formed inside the standard decay volume: 105 <
Zvtx < 180 m.

15. The invariant mass, in the 3π hypothesis, must be consistent with the K+ mass:
|M3π −mK+ | < 3.5 MeV/c2.

16. Additionally if any track has a MUV3 association (both inner and outer tiles)
within 5 ns of the track time, then the track is tagged as being a decay in flight
(π± → µ±νµ). For π± ⇒ e± misidentification studies events must have zero MUV3
associations (no decays in flight).

The selection has an acceptance of (11.0610 ± 0.0027)% and the selected π± sample has
a contamination of less than 10−4 for all momenta, as shown by figure 7.19a.

G.2 K+ → π+[e+e−γ]π0 Control Sample Selection

1. Exactly three tracks in the event.

2. Exactly one three-track vertex reconstructed in the event.

3. Vertex charge = +1.

4. Vertex has good quality with χ2
vtx < 30.

5. All 3 tracks are inside geometric acceptance of: all 4 STRAWs, NA48-CHOD,
CHOD, LKr, miss the LAV and inside MUV3 acceptance.

6. Exactly four in-time (|tcluster−ttrack| < 5 ns) LKr clusters (π+e+e−γ), three (π+e+e−)
within 100 mm from the projected impact point of the three tracks on the LKr front
plane and exactly 1 outside these three circles.

7. An NA48-CHOD and/or CHOD association exists for each track.

8. There is at least one KTAG candidate with at least five-sector coincidence.

9. The KTAG time best matching the vertex time (constructed from the weighted mean
of the three track times which are individually calculated from a weighted mean of
the NA48-CHOD and CHOD times with weights corresponding to the measured time
resolution for that detector for the relevant data-taking period) satisfies: |tKTAG −
tvtx| < 3 ns.

10. Each track time must be consistent with the vertex time: |ttrk,i − tvtx| < 5 ns.

11. The KTAG time best matching the vertex time satisfies: |tKTAG − tvtx| < 3 ns.

12. The vertex time must be consistent with the trigger time: |tvtx − ttrig| < 5 ns.
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13. The invariant mass of the e+e−γ candidates (using energy from LKr cluster to
determine the photon momentum pγ = Eγ) must be consistent with the π0 mass,
|Me+e−γ−mπ0| < 13.1 MeV/c2 (where the window is set as three times the resolution
on the measured peak from MC) and the π+e+e−γ candidates invariant mass must
also be consistent with the K+ mass |Mπ+e+e−γ − mK+| < 6.7 MeV/c2 (with the
window similarly chosen). This must be true in one of the two possible assignments
of positive tracks as π+ and e+.

14. The squared missing mass of the e+e−γ candidates must be consistent with the
squared π0 mass M2

miss(e
+e−γ) − m2

π0 | < 8670 MeV2/c4 (again with the window
chosen from the measured resolution in MC).

15. The three-track vertex must be formed inside the standard decay volume: 105 <
Zvtx < 180 m.

16. Using the above information the π+ and e+ tracks are identified and then the mo-
mentum and direction of the γ is calculated and the position of impact at the LKr
predicted. The actual cluster tagged as being due to a γ (because it is over 100 mm
away from the impact point of charged tracks at the LKr) must be within 150 mm
of the predicted position.

17. Additionally if any track has a MUV3 association (both inner and outer tiles)
within 5 ns of the track time, then the track is tagged as being a decay in flight
(π± → µ±νµ). For π± ⇒ e± misidentification studies events must have zero MUV3
associations (no decays in flight).

The selection has an acceptance of (0.5882± 0.0011)% and the selected e± sample has a
contamination of less than 10−4 for all momenta, as shown by figure 7.19b.

G.2.1 K+ → µ+νµ Control Sample Selection

• Require exactly one reconstructed STRAW spectrometer track.

• The track has charge +1.

• The track must have good quality: χ2
track < 40.

• The track is inside the geometric acceptance of all four STRAW chambers, the LKr,
MUV3 and does not traverse LAV12 or IRC material.

• A K+ candidate must be tagged upstream by the KTAG, with coincident signals in
at least five sectors. A KTAG time, tKTAG is defined from the measured candidate
K+ best matching the downstream track time.

• The spectrometer track downstream (µ+ candidate) is matched to a K+ candidate
track upstream using a standard tool developed by the author. It is required that a
match is made with the closest distance of approach (CDA) between the upstream
K+ and downstream µ+ candidate tracks satisfying CDA < 7 mm. The K–µ vertex
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is further required to be be formed at 105 < zvtx < 180 m. The best matching GTK
candidate is used to define a GTK time tGTK .

• The muon track can be matched to 0 or 1 in-time (within ±5 textns of trigger time)
LKr clusters within 100 mm of the muon track position at LKr but events with any
other in-time cluster (more than 100 mm from the muon track position at LKr) are
rejected.

• An NA48-CHOD and/or CHOD association is required for the candidate µ track,
the associated NA48-CHOD and CHOD time are used to calculate a track time
from the average time weighted by resolutions of the detectors (see appendix E).

• Timing consistency checks are applied requiring:

– |tNA48−CHOD − tCHOD| < 3.0 ns.

– |ttrk − ttrigger| < 3.0 ns.

– |tKTAG − ttrk| < 3.0 ns.

– |tGTK − tCHOD| < 3.0 ns.

• The squared missing mass, defined as

M2
miss(K − µ) = (PK+ − Pµ+)2 , (G.2.1)

where PK+ and Pµ+ are the 4-momenta of the K+ and µ+ respectively, is calculated.
For a K+ → µ+νµ event it is expected that M2

miss(K−µ) ≈ 0 with some spread due
to the resolution. The resolution is measured to be σM2

miss(K−µ) = 3830 MeV2/c4,

and it is required that the squared missing mass is within 3σM2
miss(K−µ) of 0 MeV2/c4.

• Finally, the µ+ track momentum must be 5 < p < 70 GeV/c.

The selection is fully kinematic and has an acceptance of (16.4397±0.0039)%. The selec-
tion isolates a sample with contamination below 5× 10−5 for < 50 GeV/c and remaining
less than 10−4 despite increases at higher momenta, as shown by figure 7.19c.
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Appendix H

Additional K+→ π+π+π− Studies

H.1 K+ → π+π+π− Event Classes And Probabilities

There are 18 potential (physical) scenarios to consider for K+ → π+π+π− decays since
each pion has the potential to decay in flight within the NA62 detector. As discussed
in section 7.5.7.1 to good approximation there are two possible decays: π± → `±ν` with
` = µ, e. One can express the number of these decays in each event with variables n±`
where charge conservation requires n+

µ +n+
e ≤ 2 and n−µ +n−e ≤ 1 and overall

∑
`,± n

±
` ≤ 3.

The 18 possible event classes are then uniquely defined by four numbers and expressed as
(n+

µn
+
e n
−
µn
−
e ) and can be classified according to the number of decays by charge or lepton

flavour as shown in tables H.1 and H.2.

Table H.1: Possible decay in flight configurations for K+ → π+π+π− in terms of n±.

n+ = 0 n+ = 1 n+ = 2
n− = 0 (0000) (1000), (2000), (0200),

(0100) (1100)
n− = 1 (0010), (1010), (1001), (2010), (2001), (0210),

(0001) (0110), (0101) (0201), (1110), (1101)

Table H.2: Possible decay in flight configurations for K+ → π+π+π− in terms of n`.

nµ = 0 nµ = 1 nµ = 2 nµ = 3
ne = 0 (0000) (1000) (2000) (2010)

(0010) (1010)
ne = 1 (0100) (1100), (1001), (1110)

(0001) (0110), (0101) (2001) X
ne = 2 (0200) (1101)

(0101) X X
ne = 3 (0201)

X X X
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The probability for each of the 18 possible scenarios can be calculated given that
the probability of a π± kaon daughter particle decaying in flight (within the volume to
which the NA62 experimental apparatus is sensitive), PDIF , and the branching ratios
B(π± → `ν`) are known. Under the (very good) approximation that

B(π± → µ±νµ) + B(π± → e±νe) = Bµ + Be = 1 , (H.1.1)

one can express the probability of a scenario specified by (n+
µn

+
e n
−
µn
−
e ) as

P (n+
µn

+
e n
−
µn
−
e |Be)

=


(PDIF )nDIF

([
(1− Be)n

+
µ (Be)n

+
e

])(
(1− Be)n

−
µ (Be)n

−
e

)
, nDIF > 0, n+ = 0

(PDIF )nDIF
(

2
[
(1− Be)n

+
µ (Be)n

+
e

])(
(1− Be)n

−
µ (Be)n

−
e

)
, nDIF > 0, n+ > 0

1−
17∑
i=1

P (i) , nDIF = 0 ,

(H.1.2)

where i represents the 18 − 1 cases (n+
µn

+
e n
−
µn
−
e ) in which NDIF > 0. The number of

events of each type expected in a MC sample of NMC events is therefore

N(n+
µn

+
e n
−
µn
−
e |Be) = NMCP (n+

µn
+
e n
−
µn
−
e |Be)

=


NMC(PDIF )nDIF

([
(1− Be)n

+
µ (Be)n

+
e

])(
(1− Be)n

−
µ (Be)n

−
e

)
, nDIF > 0, n+ = 0

NMC(PDIF )nDIF
(

2
[
(1− Be)n

+
µ (Be)n

+
e

])(
(1− Be)n

−
µ (Be)n

−
e

)
, nDIF > 0, n+ > 0

NMC

(
1−

17∑
i=1

P (i)

)
, nDIF = 0 .

(H.1.3)

If the branching ratio for π± → e±νe decays is modified in MC simulations (see section
7.5.7.1) then the number of events of each type will change. The number of events of each
type observed in a MC sample, NMC,obs

n+
µ n

+
e n
−
µ n
−
e

, allows a measurement of the probability for

each case as

P (n+
µn

+
e n
−
µn
−
e |Be)MC,obs =

NMC,obs

n+
µ n

+
e n
−
µ n
−
e

NMC

. (H.1.4)

The probability of a pion decaying in flight for K+ → π+π+π− events can be mea-
sured by calculating

PDIF =
1

3

17∑
i=0

nDIF (i)N(i)

NMC

, (H.1.5)

where nDIF (i) is the number of decays in flight for event class i (see table 7.12) and N(i)
is the number of simulated events observed of that event class. The multiplicative factor
1
3

accounts for the 3 pions in each event. For the MC simulation sample studied the result
is PDIF = 7.53%.
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Figure H.1: Probability of K+ → π+π+π− of each event class (see table 7.12) for standard
MC compared to the semi-empirical prediction.

Given equation H.1.5 and H.1.3 a ‘semi-empirical’ prediction1 can be calculated
for the expected number of each type of event class in a MC simulation sample with
NMC events and a specific configuration of π decay branching ratios satisfying H.1.1.
Applying this procedure to standard K+ → π+π+π− simulations, and simulations with
Be = 0.5 or Be = 1, good agreement is obtained between observed and ‘semi-empirical’
predicted probabilities of each event class, see figures H.1, H.2a and H.2b respectively.
This demonstrates a good understanding of the simulations, the probability of each event
class and therefore the event weights that should be applied to simulated events in the
special K+ → π+π+π− samples.

The definition of each of each event class, how they can lead to a background within
the search for K+ → πµe decays and the measured probabilities of each from simulations
is given in table 7.12.

H.2 Enhancement Factors For Dedicated K+ → π+π+π−

Background Studies

By modifying the branching ratios Be and Bµ the relative probabilities of obtaining dif-
ferent final state particle content, through the 18 possible mechanisms discussed above,
can be modified. When studying specific background mechanisms for the K+ → πµe
searches arising from K+ → π+π+π− decays it is crucial to be able to enhance certain
rare mechanisms for background estimates with sufficient precision to be determined.

If Be is increased then the number of π± → e±νe decays increases and this simulation
enhances this process. However, since Bµ = 1−Be, the number of π± → µ±νµ is decreased

1This is considered ‘semi-empirical’ because the probability of decay is evaluated with a simulated
sample of K+ → π+π+π− decays.
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Figure H.2: Probability of K+ → π+π+π− of each event class (see table 7.12) for MC
with (a) Be = 0.5 and (b) Be = 1 compared to the semi-empirical prediction.

meaning such scenarios are suppressed in these simulations. An overall ‘enhancement
factor’, fn+

µ n
+
e n
−
µ n
−
e

, for each scenario can be calculated as a function of the chosen Be as

fn+
µ n

+
e n
−
µ n
−
e

=
P (n+

µn
+
e n
−
µn
−
e |Be)

P (n+
µn

+
e n
−
µn
−
e )SM

, (H.2.1)

where in the denominator the standard model branching ratio [13] Be = 1.230 × 10−4 is
used (P (n+

µn
+
e n
−
µn
−
e )SM = P (n+

µn
+
e n
−
µn
−
e |1.230× 10−4)) and the numerator value may be

chosen. Figure H.3 shows the enhancement factors for each event class as a function of Be.
For events with 0 decays in flight there is never any enhancement, thus f0000 = 1 for any
Be. Cases with only π± → µ±νµ decays are always suppressed fn+

µ n
+
e n
−
µ n
−
e
< 1, becoming

more strongly suppressed as Be → 1. Conversely all cases with only π± → e±νe decays
are enhanced fn+

µ n
+
e n
−
µ n
−
e
> 1, rising steeply at low Be but tending to plateau as Be → 1.

However, most interesting are cases with a mixture of decay types, here the enhancement
factor varies with Be in a non-monotonic way, first rising at low Be before falling again as
Be → 1. In these cases the behaviour is being driven by the convolution of the two cases
discussed above. To see more clearly the trends considered here figure H.4 shows a set of
‘averaged’ curves which take up the described situations.

It is further instructive to view the ‘normalised’ enhancement factor curves displayed
in figure H.5. Here each curve is normalised such that its maximum point is equal to unity
so the trend with Be becomes apparent for each case using a linear scale. Combining
information of the trends and magnitude of the enhancement effect for each case (using
figures H.5 and H.3 respectively) it becomes apparent that using Be = 0.5 is an effective
and efficient choice. By moving to larger values the suppression of π± → µ±νµ decays
becomes increasingly significant and the mixed cases (which are of significant importance
for this study) tend to plateau before starting to decrease. By generating at, for example
Be = 0.66 some small gains may be made is some cases however the most general and
effective strategy is to use a single value for a relatively large simulation sample. For
these reasons the value Be = 0.5 is adopted in general for the K+ → πµe analysis and
can be used to study background mechanisms C and D (defined in figure 7.30). Further
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Figure H.3: Enhancement factors for each of the 18 event classes (see table 7.12) as a
function of the modified π± → e±νe branching ratio.

enhancement is achieved for study of the specific case with exactly one π+ → e+νe is
achieved using Be = 1, and this is used for study of background mechanism D (defined in
figure 7.30).
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Figure H.4: Averaged enhancement factors for sets of event classes (see text) as a function
of the modified π± → e±νe branching ratio.

0.0 0.2 0.4 0.6 0.8 1.0
Br(pi->e)

0.0

0.2

0.4

0.6

0.8

1.0

f_
AB

CD
 [R

el
at

iv
e]

Enhancement Factors f_ABCD

0000
1000
0100
0010
0001
1010
1001
0110
0101

1100
2000
0200
2010
2001
0210
0201
1110
1101

Figure H.5: Normalised enhancement factors for each of the 18 event classes (see table
7.12) as a function of the modified π± → e±νe branching ratio. Each case is normalised
such that the maximum is equal to unity. It should be noted that several curves are
overlaid due to following the same trend when normalised.
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Appendix I

Setting Upper Limits on Bs With the
CLs Method

The CLs method [240] [243] [244] is widely used in the statistical interpretation of particle
physics analyses for setting upper limits in searches, especially in low-statistics scenarios
where it will not exclude regions of parameter space for which the search has little or no
sensitivity [269].

For the K+ → πµe searches the parameter of interest is the branching ratio of the
decay, Bs, (which in reality is a relative measurement with respect to the normalisation
mode branching ratio). This is related to the single event sensitivity through relation

Bs = s× BSES , (I.0.1)

where s is the number of signal events (see also equation 7.4.5). To simplify the statistical
treatment s is considered as the parameter of interest and an upper limit set on this as sUL

and converted to the upper limit on the branching ratio using equation I.0.1. It is noted
that the uncertainty on the single event sensitivity is then taken into account within the
procedure itself (however with a fractional uncertainty of order 5% the effect is small).

The number of events observed in data, n, is a discrete number and can be considered
as a Poisson distributed variable. In a search experiment one result is observed which is
considered as a single trial of drawing a number from a Poisson distribution with mean
equal to s+b, the mean number of expected events made up of the mean number of signal,
s, and total background, b, events. Therefore s and b are continuous variables where b
is determined for K+ → πµe searches along with an associated uncertainty σb (which is
considered to be a Gaussian error and therefore the background expectation is Gaussian
distributed with mean b and sigma σb), as described in section 7.5, while in the statistical
analysis a scan is performed over possible values of s. The likelihood function describing
this is scenario is

L(s, b, n) =
(s+ b)n

n!
e−(s+b) . (I.0.2)

To account for the uncertainty on the single event sensitivity (which only relates to the
signal and not the background, since the background uncertainty is contained in σb), a
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factor f is included which multiplies s. This is a Gaussian distributed continuous variable
with mean of one and standard deviation equal to the fractional uncertainty on the single
event sensitivity (

σBSES
BSES ). This means the likelihood becomes

L(s, b, n,BSES, σBSES) =
(fs+ b)n

n!
e−(fs+b) . (I.0.3)

The likelihood ratio is then constructed as the ratio of the signal + background hypothesis
and the background-only hypothesis, Ls+b

Lb
, given by

Q =
(fs+b)n

n!
e−(fs+b)

bn

n!
e−b

=

(
(fs+ b)

b

)n
e−fs . (I.0.4)

Taking the natural logarithm of this gives the log likelihood ratio test statistic1,

t = ln(Q) = n ln

(
fs+ b

b

)
− fs . (I.0.5)

So far the construction of the equations assumes that factors s, b and f are known
precisely. Since s is a parameter that is scanned over in this study this can be considered
to be known precisely, however the factors b and f are, as discussed above, actually subject
to uncertainties. This is accounted for through a Monte Carlo approach where multiple
pseudo-experiments are performed and in each one a value is chosen for b and f drawing
numbers form Gaussian distributions N (b, σb) and N (1, σf ) respectively. Therefore, in
each pseudo-experiment there is an exact value for b and f .

For each test value of s the following procedure is performed. A set of nT pseudo-
experiments is performed, in each a random number is drawn from Gaussian distributions
to set values of b and f ,2 and the value of the test statistic is calculated under three
hypotheses:

1. The observed case, tobs. Here n = nobs, the observed number of events from the
K+ → πµe analysis. Since this is a blind analysis the standard procedure is to
perform the study using nobs = 0, 1, 2, 3, 4 and then report upper limits obtained
in each case. Once the signal region is unblinded and the true number of observed
events is known the result is already fixed.

1By convention the log likelihood ratio is often multiplied by a factor of −2 [13] [264] [269]. This is
useful if one is looking for interval estimation or ascertaining the uncertainty on a maximum likelihood
estimator, by looking at the range of the likelihood function which is below unity. If this is done then
the minus sign flips the order of the signal+background and background-only hypotheses in the following
discussion, so the background-only will be at higher values of the test statistic instead of lower as in the
construction considered here. It is also noted that the absolute value of the likelihood and therefore the
test statistic is not important in of itself, rather what matters is the distribution shape and comparison
between signal+background and background-only cases. Because of this, in principle, the constant term
could be removed from equation I.0.5.

2Note that it is required that these values are positive and if a negative value is drawn the process is
repeated until a positive value is chosen. This has the effect of truncating the Gaussian distribution at 0
which can be a significant difference if, for example σb is a reasonable fraction of b.
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2. The background-only hypothesis, tb. Here n = nb where nb is a discrete integer
number of events drawn from a Poisson distribution of mean equal to b.

3. The signal+background hypothesis, ts+b. Here n = ns+b where ns+b is a discrete
integer number of events drawn from a Poisson distribution of mean equal to s+ b.

The CL parameters are then calculated from the fraction of pseudo-experiments
fulfilling different criteria:

CLb : CLb = 1− pb where pb is the background-only p-value - the probability for the test
statistic t to be as signal-like or less so [264]. In the set-up here that means the
fraction of times tb ≤ tobs.

CLs+b : which is the probability that the test statistic is as background-like or more so [264].
Here this means the fraction of times ts+b ≤ tobs.

From these the CLs is calculated as

CLs =
CLs+b
CLb

. (I.0.6)

Therefore, for each trial value of s one value of observed CLs is obtained for a given
observed number of events nobs. For a given nobs a scan is performed over s and an upper
limit is set, sUP , at confidence level 1 − α as the value of s for which CLs is α (where
the default is α = 0.1 with optional use of α = 0.05). The observed limit is presented in
figure 7.55 as a collection of blue points connected by a blue line. Relevant α values are
highlighted by horizontal lines, the upper limit is then read from the x-axis (sUL) at the
point when the observed CLs blue points/line crosses these horizontal lines.

To set an upper limit one is trying to exclude the signal+background hypothesis at
a certain level of probability. This means calculating the probability of the observed value
of the test statistic being at least as incompatible or more or with the signal+background
hypothesis. This would suggest using CLs+b and excluding signals where CLs+b < 1− α.
However close to the limit of sensitivity, where the distribution of test statistic for the
signal+background and background-only hypotheses are not well-separated, a downward
fluctuation in the data for the calculation of the background expectation can result in
exclusion of a signal where the analysis is not actually sensitive. The use of CLs is a
common solution to this problem. It is not technically a confidence level and results using
it must be interpreted with this in mind [264].

To determine the expected upper limit and the one and two standard deviation
bands, often displayed when reporting such search upper limits, one needs to consider
the ensemble of pseudo-experiments, producing a set of nT values of CLs. The mean,
upper and lower one and two standard deviation values (for a given trial s and observed
nobs) can be defined by the median CLs value and the percentiles which correspond to
the one and two sigma upper and lower points in a Gaussian distribution . Technically
this is realised by creating a sorted list of CLs values from the nT pseudo-experiments
and choosing the element of the list, 1 ≤ nl ≤ nT , most closely matching the percentiles:
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The (median) expected limit is presented in figure 7.55 as a dashed line and the one
and two standard deviation envelope results are displayed as green and yellow bands
respectively.
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Appendix J

Combination of p Values Using
Fisher’s Method

For n somewhat independent tests of null hypotheses with individual p values pi a com-
bined p value can be calculated using Fisher’s method [265] [266]. A test statistic variable,
t, is constructed according to

t = −2
n∑
i=1

ln(pi) , (J.0.1)

which is distributed as a χ2 with 2n degrees of freedom. The combined p value is then
calculated, using a Monte Carlo method, as the fraction of 106 simulation trials in which
the value t is greater than or equal to random values drawn from a χ2 distribution with
2n degrees of freedom.
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Appendix K

Searches for π0→ µ∓e±

K.1 Particle Data Group Limits for π0 → µ∓e± Searches

The Particle Data Group (PDG) reports three results for π0 → µ∓e± searches [13]:

B(π0 → µ−e+) < 34× 10−10 @90%CL [171] , (K.1.1)

B(π0 → µ+e−) < 3.8× 10−10 @90%CL [263] , (K.1.2)

B(π0 → µ∓e±) < 3.6× 10−10 @90%CL [173] . (K.1.3)

The first two searches for a specific charge configuration come from searches for K+ →
π+[µ±e±]π0 decay chains at the BNL E865 experiment [171] [263] [172]. Similar searches are
possible at NA62 and are discussed in section 7.7.4 and subsequent appendix sections K.2
and K.3. The E865 experiment was designed to search for K+ → π+µ+e− decays and
therefore is able to set a stronger limit on the π0 → µ+e− channel.

The third result was reported by the FNAL KTeV (E799-II) experiment [173] and
arises from searches from the KL → π0π0[µ∓e±]π0 decay chain, normalised to KL →
π0π0[e+e−γ]π0 decays. It is reported [173] that the search is equally sensitive to both charge
combinations (µ∓e±) and the result is set on the sum of the two charge combinations giving
result

B(π0 → µ∓e±)KTeV = B(π0 → µ−e+) + B(π0 → µ+e−) < 3.8× 10−10 . (K.1.4)

The limit on either individual charge configuration cannot be weaker than the limit on
the sum. If the two charge combinations have equal contributions the limit on either is
B < 1.9× 10−9, however there is no clear motivation for this, especially in BSM scenarios
with such LFV decays.

The three results reported can therefore all be considered. The interpretation of
the limits on individual charge combinations is clear and well-defined and can be directly
compared to searches at NA62. The third result appears to demonstrate that neither
charge combination can have a branching ratio in excess of 3.6× 10−10 and so this can be
considered the benchmark on which to improve for either specific charge combination.
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K.2 Search for π0 → µ−e+ in the Decay Chain K+ →
π+[µ−e+]π0

The signature of a π0 → µ−e+ decay could be seen in the search for K+ decays to
π+µ−e+ final states where a K+ → π+π0 decay is followed by a π0 → µ−e+ decay.
Candidate events would have a Mµe invariant mass consistent with the π0 mass. From
simulations of the K+ → π+[µ−e+]π0 decay chain the π0 mass resolution is determined to
be 0.41±0.02syst, with systematic uncertainty arising from the variation in results possible
with different Gaussian fit ranges. Informed by this, the subset of candidate K+ decays
to π+µ−e+ final states with |Mµe −mπ0| < 3 MeV/c2 are selected as K+ → π+[µ−e+]π0

candidates for the π0 → µ−e+ search.

The additional invariant mass requirement reduces acceptance from (6.21± 0.02)%
for the K+ → π+µ−e+ search to (3.11 ± 0.02)% for the K+ → π+[µ−e+]π0 search, see
table 7.3. The sensitivity is decreased by a further factor of approximately five due to the
branching ratio B(K+ → π+π0) = (20.67± 0.08)% giving (see also table 7.7)

BSES(K+ → π+[µ−e+]π0)=(1.400± 0.094)× 10−10 . (K.2.1)

The observed data for candidate K+ decays to π+µ−e+ final states is shown in
figure K.1a with the magenta band showing the region containing π0 → µ−e+ candidates.
A projection onto the Mµe invariant mass is shown in figure K.1b with good agreement
demonstrated between data and simulations.

The full background expectation is presented in table K.1, however only backgrounds
from K+ → π+π+π− and K+ → π+π−e+νe decays are significant. As shown in table K.1
and figure 7.56a the background expectation and observation in the lower control region
are in good agreement. The total background expectation in the signal region, as reported
in section 7.7.3, is

nbg = 0.24± 0.15 . (K.2.2)

No candidate events are observed in the combined K+ → π+[µ−e+]π0 signal region (|Mµe−
mπ0| < 3 MeV/c2 and 490 < Mπµe < 498 MeV/c2) in the 2017+2018 dataset. An upper
limit is therefore established at 90% confidence level using the same statistical treatment
as for the K+ → π∓µ±e+ searches, as discussed in section 7.6 and appendix I, of

B(π0 → µ−e+) < 3.2× 10−10 . (K.2.3)

This represents a marginal improvement by a factor of 1.13 over the KTeV combined limit
of [173] B(π0 → µ±e±) < 3.6× 10−10 but an improvement by a factor of 15 over the BNL
E865 experiment result from a similar K+ → π+[µ−e+]π0 search of [171] B(π0 → µ−e+) <
34 × 10−10. See section K.1 for discussion of these two previous limits, both reported in
the PDG [13].
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Figure K.1: Selected candidate K+ → π+µ−e+ events, the sub-set with |Mµe −mπ0| <
3 MeV/c2 additionally being candidate K+ → π+[µ−e+]π0 events. The two dimensional
distribution of Mµe versus Mπµe for all events is shown in (a) for data, with projection
onto the Mµe axis shown in (b) alongside the simulations of background contributions.
Candidate K+ → π+[µ−e+]π0 events enter the magenta band in (a) and (b) and for
these events the one dimensional projection onto Mπµe is shown for data and background
simulations in figure 7.56a. The final signal region for the search for K+ → π+[µ−e+]π0

events is the intersection of the magenta and orange shaded regions shown in (a).

Table K.1: Background predictions for K+ → π+[µ−e+]π0 .

Sample Control Region Blinded Region Signal Region
NCRB NCRA NBR NSR

Data 10882 0 0 0
K+ → π+π+π− (1.12± 0.11)× 104 0.22± 0.15 0.22± 0.15 0.22± 0.15

K+ → π+[e+e−γ]π0 (6.2± 6.2)× 10−6 (6.2± 6.2)× 10−6 (6.2± 6.2)× 10−6 (6.2± 6.2)× 10−6

K+ → µ+νµ[e+e−γ]π0 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7 (2.2± 2.2)× 10−7

K+ → e+νe[e
+e−γ]π0 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7 (3.7± 3.7)× 10−7

K+ → π+π−µ+νµ (7.8± 3.8)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4 (2.7± 2.7)× 10−4

K+ → π+π−e+νe 67.2± 6.8 0.014± 0.014 0.019± 0.014 0.014± 0.014
K+ → π+µ+µ− (1.44± 0.27)× 10−3 (4.3± 4.3)× 10−5 (4.3± 4.3)× 10−5 (4.3± 4.3)× 10−5

K+ → π+e+e− (3.4± 3.4)× 10−9 (3.4± 3.4)× 10−9 (3.4± 3.4)× 10−9 (3.4± 3.4)× 10−9

K+ → µ+νµµ
+µ− (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3 (1.7± 1.7)× 10−3

K+ → e+νeµ
+µ− (4.4± 4.4)× 10−3 (4.4± 4.4)× 10−3 (4.4± 4.4)× 10−3 (4.4± 4.4)× 10−3

K+ → µ+νµe
+e− (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8 (1.1± 1.1)× 10−8

K+ → e+νee
+e− (1.6± 1.6)× 10−10 (1.6± 1.6)× 10−10 (1.6± 1.6)× 10−10 (1.6± 1.6)× 10−10

Total background expected (1.12± 0.11)× 104 0.24± 0.15 0.24± 0.15 0.24± 0.15
Data/MC 0.967± 0.097 – – –
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K.3 Evaluation of Sensitivity for π0 → µ+e− Searches

in the Decay Chain K+ → π+[µ+e−]π0

Using the same approach as discussed above in appendix K.2 a search for π0 → µ+e−

can be performed considering K+ decays to π+µ+e− final states where a K+ → π+π0

decay is followed by a π0 → µ+e− decay. The K+ → π+µ+e− search has not been
reported in detail because, with the current dataset, the previous limit set by a dedicated
experiment cannot be improved upon. However for the K+ → π+[µ+e−]π0 search, due
to the low background and Mµe invariant mass requirement, the Dalitz rejection cut
(see section 7.2.3) is not required which leads to a relative increase of acceptance. The
acceptance of (2.73±0.02)% (table 7.3) is still lower than for the π0 → µ−e+ channel and
leads to a single event sensitivity of (table 7.7)

BSES(K+ → π+[µ+e−]π0)=(1.59± 0.11)× 10−10 . (K.3.1)

The expected background from K+ → π+π+π− is similar to the K+ → π+[µ+e−]π0 search
but all other backgrounds are negligible (in the signal region, and only K+ → π+π+µ+νµ
decays additionally contribute in CRB). This leads to a total background expectation
of 0.22 ± 0.15 in the signal region. In the likely scenario of 0 events observed an upper
limit could be set at B(π0 → µ+e−) < 3.8× 10−10. This limit would be weaker than the
KTeV combined limit of [173] B(π0 → µ±e±) < 3.6× 10−10 and identical to the BNL E865
experiment result from a similar K+ → π+[µ+e−]π0 search of [263] [270]. See section K.1
for discussion of these two previous limits. In either case no improvement can be made
at this time but clearly with future data-taking at NA62 improvements can be expected,
especially as the background is low, see section 7.7.4.
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