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Abstract

This thesis summarizes work on the development of silicon sensor technologies for use in high
energy physics experiments. This work has been focused on the characterization of passive strip
sensors for hybrid devices as well as two novel monolithic active pixel sensors (MAPS) in the
TowerJazz 180 nm CMOS imaging sensor process, MALTA and DECAL, for experiments at
particle colliders. The MALTA sensor is part of a development towards a CMOS sensor based
vertex detector system for use as a further upgrade by the ATLAS experiment, and the DECAL
device is a more generic development suitable for use at either e+e− or hadron colliders as an
ultra high granularity electromagnetic calorimeter. The work has served to demonstrate the
performance and identify shortcomings of the latest versions of these devices in the context of
high energy particle physics experiments. Passive strip sensors for hybrids in the ATLAS Inner
Tracker (ITk) were irradiated at the MC40 cyclotron in Birmingham and characterized. While
the characterization results with devices irradiated at Birmingham were not conclusive, the
sensor performance demonstrated at other facilities is within specifications, and the work has
served as part of the commissioning of the irradiation facilities at Birmingham for sensor Quality
Assurance during pre-production and production, and has highlighted issues to be resolved.
Both monolithic pixel sensors, DECAL and MALTA, are the subject of ongoing developments
to be included in future experiments. The very latest versions of MALTA were shown to be
fully efficient after irradiation to 1×1015 neq/cm2 and nearly fully efficient at 2×1015 neq/cm2, a
significant improvement after having 78 % efficiency at 1×1015 neq/cm2 in the original version
of the device. Simulation for inclusion of calorimeter constructed from monolithic active pixel
sensors (MAPS) in experiments shows promise to improve particle reconstruction with Particle
Flow techniques. Measurements with the DECAL sensors have demonstrated the counting
logic and digital configuration necessary for the proposed application in calorimetry. While
both DECAL and MALTA would have to be subject to further design iteration for inclusion
in experiments to improve the front-end, sensor, and readout characteristics, the demonstrated
improvements show there is a clear path towards their final implementation.
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Chapter 1

Introduction

The Standard Model has been established in the last half-century through experiments at par-

ticle accelerator facilities. These experiments have required technological advances for higher

collision energies and greater precision measurements. A key tool has been silicon detectors,

which have been used in particle physics experiments in the form of patterned microstrip and

pixel detectors since the 1980s. Modern experiments have to meet even more demanding re-

quirements in terms of event rate, luminosity, radiation exposure and other constraints, and

silicon sensors must undergo development to maximize the physics potential of these exper-

iments. This thesis is concerned with silicon sensor technologies for the next generation of

particle experiments, including strip sensors for the next upgrade to the ATLAS experiment at

CERN’s LHC and MAPS for calorimetry and tracking in high-radiation environments. Through

the work of this thesis, the feasibility of such approaches is demonstrated, and the potential

for further development and applications of this technology is discussed. The contents of this

thesis are as follows:

• Chapter 2 describes future physics experiments and the proposed detector systems for

them relevant to this thesis: the ATLAS experiment at the HL-LHC and the potential

circular and linear collider experiments (FCC and CEPC, ILC and CLIC).

• Chapter 3 gives an introduction to silicon detector technologies including working prin-

ciples and specific technologies in this thesis: hybrid strip sensors and monolithic active
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pixel sensors in CMOS imaging processes.

• Chapter 4 describes characterization of strip sensors for the ATLAS Inner Tracker up-

grade, a new tracking system that will replace the current ATLAS Inner Detector.

• Chapter 5 describes the MALTA device and results with the first prototype.

• Chapter 6 summarizes characterization of the MinMALTA prototype.

• Chapter 7 summarizes characterization of MALTA Cz.

• Chapter 8 summarizes characterization of the DECAL chip and simulations for perfor-

mance of a digital electromagnetic calorimeter made with monolithic pixel sensors.

• Chapter 9 summarizes the key results of the thesis and discusses the outlook for the

development of CMOS silicon sensors.



Chapter 2

Particle Physics experiments

The upgrades to the existing LHC and construction of new accelerators are essential to the fu-

ture of particle physics, both to increase the precision in current measurements and search for

new phenomena that may only be revealed at higher luminosity and center of mass of energy.

The HL-LHC will generate nearly 20 times as many collisions in Runs 4 and 5 as in Run 2 follow-

ings upgrades during Long Shutdown (LS) 3 [1], offering the potential to make unprecedented

precision measurements, studies of Higgs properties, and searches for new physics. Future fa-

cilities include proposed linear accelerators to collide electrons and positrons (the ILC and the

CLIC), circular colliders also for e+e− experiments, and finally circular colliders for hadron-

hadron interactions with center of mass energies up to 100 TeV, about seven times the current

reach of the LHC. With these new and upgraded experiments, unprecedented physics opportu-

nities and corresponding experimental challenges will arise including the requirements for the

silicon sensors used for particle detection. In this chapter, these experiments are described in-

cluding the requirements for the proposed implementation of silicon sensor technologies studied

in this work. The MALTA device, characterized in this thesis, is being developed as a possible

route to a longer-term upgrade of the ATLAS experiment, while the DECAL sensor targets

calorimetry in future e+e− experiments and higher energy hadron-hadron colliders.
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Figure 2.1: Schematic of the LHC, reproduced from [4].

2.1 The Large Hadron Collider and ATLAS experiment

The LHC is a 27-km circumference circular collider straddling the French-Swiss border west of

Geneva. It is the largest and highest energy particle accelerator in the world and has been the

key tool to advancing particle physics, especially in its primary initial intended scientific goal

of discovering of the Higgs boson, which was achieved in 2012 [2, 3].

At the LHC, a schematic of which is shown in Fig. 2.1, protons (or in some cases heavy ions)

are accelerated to high energies and made to collide at specific interaction points along the

27-km ring where large detector systems are set up to measure these interactions. The protons

begin their journey as hydrogen gas stored in a bottle at LINAC 4. The machine comprises a

H- ion source and four types of accelerating structure: the particles are accelerated in several

stages, first to 3 MeV by a radio-frequency quadrupole (RFQ), then to 50 MeV by drift tube

linacs (DTLs), then to 100 MeV by coupled-cavity drift tube linacs (CCDTLs), and finally to
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160 MeV by Pi-mode structures (PIMS). After leaving LINAC 4, particles are injected in the

Proton Synchrotron Booster (BOOSTER), the Proton Synchrotron (PS), the Super Protons

Synchrotron (SPS) and finally into the LHC where they are accelerated up to 6.5 TeV in two

opposite traveling, synchronized beams. These two beams are such that two bunches of protons

cross at interaction points every 25 ns, resulting in center-of-mass energies up to 13 TeV at

four interaction points where experiments are placed. The experiments at the four interaction

points are:

ATLAS A general-purpose detector [5]. The unique toroidal muon spectrometer system sets

the overall dimensions of the experiment.

Compact Muon Solenoid (CMS) A general-purpose detector. The key difference with AT-

LAS is the inclusion of the calorimeter within the solenoid and that the return yoke is

instrumented for muon momentum measurement [6].

A Large Ion Collider Experiment (ALICE) A detector to study the collisions of heavy

ions such as Pb-Pb and the quark-gluon plasma formed in strongly interacting matter at

extreme energy densities [7].

Large Hadron Collider Beauty (LHCb) The LHCb experiment is optimized for the stud-

ies of particles containing bottom and charm quarks to investigate a number of decay

characteristics such as those relating to CP-violation. In contrast to CMS and ATLAS,

which measure over a large fraction of the solid angle, LHCb is in the forward region,

close to the beam axis [8].

In the context of the LHC, this thesis is concerned with the development of silicon sensors for

the ATLAS experiment, which is described in greater detail in the next section.

2.1.1 The ATLAS experiment

The ATLAS detector is a cylindrical, general purpose detector concentric to the LHC beam line

25 m in diameter and 44 m in length as shown in the schematic of the detector in Fig. 2.2 [5].
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Figure 2.2: Cutaway view of the ATLAS detector [5].

Going out in radius from the interaction point, ATLAS consists of silicon tracking layers with

pixel and strip detectors and a Transition Radiation Tracker contained within a superconduct-

ing solenoid magnet and together known as the Inner Detector (ID). Outside the ID are the

electromagnetic and hadronic calorimeters, and a muon spectrometer to measure deflections

through superconducting toroidal magnets.

Particles resulting from the proton-proton collisions are identified in ATLAS based on the

measurements in these detector systems as illustrated in Fig. 2.3. The tracking layers measure

the paths of charged particles and are key to measurement of their origin (primary or secondary

vertex), momentum and charge. For electrons, a curved track will be recorded in the tracker

and an electromagnetic shower in the ECAL. High-energy photons usually do not result in

a track in the tracker, but do create an electromagnetic shower in the ECAL. Photons do

occasionally pair produce in a layer of the tracker or its support or service structures and the

resulting e+e− pair creates tracks and electromagnetic showers. Protons and other charged

hadrons leave a track in the ID but do not produce substantial electromagnetic showers and

instead deposit most of their energy through nuclear interactions, with this being mostly in the
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hadronic calorimeter/calorimetry (HCAL). Neutrons and neutral kaons generally only interact

in the HCAL. Muons interact minimally with all detector systems and leave a track through

all regions of ATLAS with momentum measured in both the ID and the muon spectrometer

(unless the momentum is too low to escape the ID solenoid). Neutrinos are not detected, and

their presence has to be inferred from missing reconstructed energy and transverse momentum.

The identification of individual particles allows for the full reconstruction of events for precision

measurements or searches for new phenomena in ATLAS.

Figure 2.3: Particle identification scheme in ATLAS [5].
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Figure 2.4: Plan for the LHC and HL-LHC [9].

2.1.2 The LHC upgrades

In order to study rare phenomena, it is necessary to have many particle interactions. The

number of interactions corresponding to a particular process at the LHC is given by

n = Lσ, (2.1)

where L is the integrated luminosity of the LHC and σ is the interaction cross-section of the

phenomenon of interest. The instantaneous luminosity depends on beam parameters and can

be written as:

L =
N2
b nbfrev

4πσxσy
, (2.2)

where Nb is the number of particles per bunch, nb the number of bunches per beam, frev the

revolution frequency, and σx, σy represent the RMS beam sizes in the horizontal and vertical

directions at the interaction point1.

1This formulation assumes that transverse density profiles are Gaussian, identical for all bunches, uniform
along the length of each bunch, and not affected during crossing of bunches.
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For the HL-LHC [1], the instantaneous luminosity will be gradually increased over the course

of several periods of operation and upgrade. As shown in Fig. 2.4 of the plan for the LHC, in

Run 2 from 2015 through 2019, the instantaneous luminosity was gradually increased to twice

the nominal value of 1034 cm−2s−1. Following the HL-LHC Upgrade to be installed during

Long Shutdown 3 ending in 2027, the luminosity will be increased to between five and seven

times the nominal value. The integrated luminosity for the HL-LHC is predicted to be between

3000 fb−1 and 4000 fb−1, nearly ten times the value for Run 3. As a result of the increased

instantaneous luminosity, there has been an increase in the mean number of events (pileup) per

bunch crossing from 〈µ〉 ∼ 20 in Run 1 to nearly 〈µ〉 = 40 in the end of Run 2. The pileup

is predicted to increase to 〈µ〉 ∼ 200 with an average of 1.8 vertices per mm along the beam

axis during HL-LHC operation [10]. This increase in particle interactions presents exciting

opportunities to search for rare phenomena and make higher precision measurements, but also

presents an unprecedented challenge for the operation of experiments. In general, detectors will

have to cope with higher radiation, higher data rates, and more complicated pattern recognition

problems due to the greater number and higher density of interactions per bunch crossing. To

this end there are great efforts to upgrade the experiments, including the development of novel

particle detection technologies, the focus of the work in this thesis.

2.1.2.1 ATLAS Inner tracker upgrade

For the HL-LHC, the ID of ATLAS will be replaced with an all-silicon ITk during Long Shut-

down 3 (LS3) beginning in 2024 [11]. There will not be a transition radiation tracker. The

geometry for a single quadrant of the ITk is illustrated in Fig. 2.5, with pixel sensors represented

by red lines and strips by blue, and the barrel and endcap regions by lighter and darker tones of

these colors, respectively. In the barrel region are five layers of pixel sensors and four layers of

strips. Sensors in the pixel region will be “hybrid” sensors consisting of passive silicon sensors

coupled via bump bonds to readout chips containing amplification and electronics. For the

pixel region, an alternative solution initially considered was monolithic pixel sensors, where the

readout electronics and sensor are contained within the same silicon chip. If it had proved suffi-
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ciently mature to adopt, this technology would have resulted in much less multiple scattering in

the layers closest to the interaction region, greatly improving the sensitivity to secondary ver-

tices associated with decays of short-lived particles. There were other potential advantages in

terms of performance, cost, and construction which are discussed in greater detail in Sec. 3.3.2.

This thesis covers a number of developments in terms of radiation hardness relating to strip

detectors (Chapter 4); but it is primarily focused on MAPS, initially considered as a possible

technology for the outer barrel region, but now (if radiation tolerance can be improved) as an

alternative replacement for the inner pixels after Run 4 (Chapters 5, 6, 7). MAPS have also

been considered for calorimetry in experiments other than ATLAS as discussed in Chapter 8.

Figure 2.5: Schematic drawing of the ATLAS ITk with pixel layers in red and strip layers in
blue [11].

For the HL-LHC, the radiation exposure within the tracking volume will increase along with

the integrated luminosity to the levels shown in Figs. 2.6 and 2.7 in “heat maps” of the simulated

integrated radiation dosage for the ITk with an integrated luminosity of 2000 fb−1 [11]. The

damage due to NIEL, which generally affects the performance of the sensor and not the readout

electronics, is shown in Sec. 2.6, and the total ionizing dose, which mostly affects the electronics,

is shown in Fig. 2.7. Sensors are also vulnerable to single event upsets (SEU) and single event

latch ups (SEL). These occur when a particle passes through a transistor in the detector and
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causes a change of state. In the case of SELs, the result is unusually high current in a CMOS

structure which can lead to permanent damage of the device. Sensors for the majority of the

ITk must operate reliably over the course of twice this exposure to high levels of radiation,

and undergo stringent development and characterization to ensure they do so. In Section 3.3.1,

further detail of the ITk strip and pixel sensors are discussed in the context of the silicon

sensor technologies under development. After the initial 2000 fb−1, or approximately half of

the expected integrated luminosity for the HL-LHC, the inner layers will need and are planned

to be replaced due to radiation damage. For the initially installed ITk, the pixel layers will

be made of hybrid 3D pixel sensors due to their superior radiation hardness and low power

dissipation. At the time of replacement, other technologies such as MAPS may have improved

radiation hardness and be a viable option that offers a number of advantages, depending on

success of sensor research and development such as that of MALTA.

Figure 2.6: The NIEL displacement damage
for the ATLAS inner tracker [11].

Figure 2.7: The total ionizing dose for the
ATLAS inner tracker [11].

2.2 Proposed e+e− and hadron colliders

The next generation of of particle colliders will be likely to include an e+e− machine for precision

measurements and later in the future a hadron collider that will reach a center-of-mass energy

of ∼100 TeV. Historically, e+e− machines have been used to make precision measurements while

hadron colliders have been used for discovery of new particles. With an e+e− collision, the two

particles annihilate and all of the energy can be used for particle creation. A linear e+e− collider
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avoids the issue of synchrotron radiation, and the center-of-mass energy is only limited by the

gradient of the electric field and overall length of the linear accelerator. As a result, the center-

of-mass energy of all collisions is well defined2 and depends only on the machine operation.

In hadronic collisions, the energies carried by the constituent parts of the stable hadron are

not well defined, leading to large background rates of much lower energy interactions that can

limit the precision of results. However, in hadronic collisions higher energies have been achieved

since e+e− collision energies are limited by the higher synchrotron radiation due to their smaller

masses. For the same size of ring and magnetic field, a much higher energy can be achieved

with hadronic collisions. As an example, the Higgs boson was discovered in
√
s = 13 TeV

proton-proton collisions at the LHC after a lower limit of 114 GeV was set on the Higgs mass

based on analysis of e+e− collisions in the same tunnel in the Large Electron-Positron Collider

(LEP) [13].

2.2.1 The ILC

One such proposed e+e− machine, which has been the subject of thorough development for

nearly two decades, is the ILC, a linear collider approximately 31 km in length that will collide

e+e− at center-of-mass energies between 91 and 1000 GeV. The ILC would be used to provide

very high statistics on key processes of critical importance in challenging the detailed predictions

of the Standard Model with unprecedented sensitivity. Of particular interest are specific high-

precision studies of the Higgs boson which are not possible at the LHC due to the very large

backgrounds [14].

A schematic of the ILC is shown in Fig 2.8. The electron source’s design is based on a DC

gun and feeds polarized electrons to linacs where they are accelerated to 5 GeV prior to entering

the damping rings, where the beam is stored and released in precise bunches to maximize the

luminosity of the experiment and ensure appropriate matching of bunch train length with the

power transfer from the superconducting RF accelerating cavities. The 5 GeV electrons are

used to generate positrons in the positron source, which are then accelerated to 5 GeV and

2In each event, there will be variation from nominal center-of-mass energy due to beamstrahlung losses [12].
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Figure 2.8: Schematic of the ILC accelerator complex [14].

also stored in the damping rings. From the damping rings, beams of positrons and electrons

are accelerated in the main linac to the desired energy and made to collide at the interaction

point and then dumped.

The detection system has a “push-pull” scheme such that two different detectors can be

interchanged at the interaction point: the International Large Detector (ILD) and a largely

silicon based version appropriately called the Silicon Detector (SiD), illustrated in Fig. 2.9.

The key difference between the two is the choice of technology for the tracker: in the ILD, a

time projection chamber is used with additional silicon detectors for vertexing and tracking

(and ECAL). Going radially outward from the interaction point in the SiD, there is the all-

silicon vertex detector and tracker with pixel and strip sensors, respectively, followed by the

electromagnetic and hadronic calorimeters, all of which is contained in a solenoid with a 5 T

magnetic field. Outside of this, muon detectors are interlaced in the return yoke for the solenoid.

For the ECAL, a sampling calorimeter constructed from alternating layers of tungsten absorbers

and silicon sensors, referred to as SiW technology, was selected and is the technology used

in simulations in Chapter 8. In the forward direction are systems for beam and luminosity

calibration, which will also use SiW technology.

The ILC detectors are designed such that the jet energy resolution, on which precision Higgs

measurements can heavily depend, can be minimized through use of Particle Flow algorithms.

Particle Flow associates tracks in the tracker to clusters in the calorimeters, allowing for the
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measurements to be made with the most suitable detectors: the momenta of charged particles

are measured in the tracker and the energy of neutral particles is measured in the calorimeters

and the two are combined in the end. The challenge of a Particle Flow approach is identifying

which hits in the calorimeter are from neutral particles and which are associated with charged

tracks. Particle Flow techniques with the SiD have been shown to have superior jet energy

resolution in simulation, and this approach is being considered for the circular hadron-hadron

experiments and at other proposed e+e− experiments described in this chapter, such as CLIC

[15].

2.2.2 CLIC

CLIC would be constructed near the LHC at European Organization for Nuclear Research

(CERN) in three stages with increasing center of mass energy as shown in Fig. 2.10. The accel-

erator would reach energies of up to 3 TeV with a total length of approximately 48 km. CLIC

began development after the ILC and as such has been able to apply many of the concepts and

studies from the ILC. As shown in Fig. 2.11 of the cross-sections of various Higgs processes, at

3 TeV, the relative cross-section of ZH processes is less than at lower energies, allowing probing

of other Higgs processes and searching for beyond-Standard-Model processes [18]. However, at

3 TeV the overall backgrounds will be considerably greater than at 1 TeV, and even more so

than at the ILC due to a shorter duration between bunches in CLIC. While originally a push-

pull scheme with both an ILD-like and SiD-like detector was considered, studies to optimize

performance at 3 TeV found that a time-projection chamber was not favorable in the higher

background environment, and that as a result the two CLIC detector concepts would be very

similar. This, combined with the lost beam time from exchanging detectors, motivated the

design of a single detector of intermediate dimensions, CLICdet [17]. The key parameters of

the three CLIC detector designs are shown in Table 2.1. For the simulation work in Chapter 8,

the CLICdet model was selected, though the work is general enough to be equally applicable

to either any proposed e+e− or Future Circular Collider (hadron-hadron beams) (FCC-hh) [19]

accelerator.
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(a) Rendering of the ILD. (b) A quadrant of the ILD.

(c) Rendering of the SiD. (d) A quadrant of the SiD.

(e) Front view of CLICdet.

ECAL

Si-Tracker

Steel - HCAL

Fe - Yoke

Steel - HCAL

(f) A quadrant of CLICdet.

Figure 2.9: Proposed detectors at the ILC and CLIC [15–17]

In addition to linear colliders, under consideration are circular colliders that would run e+e−

prior to the tunnel being used to house ∼100 TeV hadron-hadron collider: the Circular Electron

Positron Collider (CEPC) in China and the Future Circular Collider (e+e− beams) (FCC-ee)
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Figure 2.10: The proposed site for the various stages of CLIC [18].

Concept CLICdet CLIC ILD CLIC SiD
Vertex inner radius [mm] 31 31 27
Tracker technology Silicon TPC/Silicon Silicon
Tracker half length [m] 2.2 2.3 1.5
ECAL absorber W W W
ECAL X0 22 23 23
ECAL barrel rmin [m] 1.5 1.8 1.3
ECAL barrel δr [mm] 202 172 139
ECAL endcap zmin [m] 2.31 2.45 1.66
ECAL endcap δz [mm] 202 172 139
Overall height [m] 12.9 14.0 14.0
Overall length [m] 11.4 12.8 12.8
Overall weight [t] 8100 10800 12500

Table 2.1: Comparison of key parameters for proposed detectors at CLIC [17].

at CERN [19–21]. Either would be a massive undertaking and require the construction of

the largest machine ever, a 50 to 100-km circumference circular collider, that would not be

completed until well into the middle of the century. For e+e− circular colliders, the synchrotron

radiation will limit the center-of-mass energies to several hundred GeV and call for a smaller

detector than FCC-hh similar to the LEP experiments [22]. For the higher energy of the hadron-

hadron collisions, a similar detector design to ATLAS or CMS could possibly work, assuming

a number of significant R&D challenges can be addressed (not least in terms of radiation
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Figure 2.11: Cross sections of Higgs processes at CLIC as a function of center of mass energy.
[18].

hardness). However, for the barrel calorimeter, due to the distance from the interaction point,

the same SiW technology should be suitably radiation hard for 1 TeV e+e− and 100 TeV h-h.

While there will be unprecedented challenges in terms of radiation hardness (requiring survival

to doses a hundred times HL-LHC) for vertexing and tracking sensors near the interaction point,

the focus of studies in this thesis has been on developing sensors for digital ECAL for such future

experiments. The simulation studies and measurements of the DECAL sensor in Chapter 8 are

relevant to the inclusion of a digital calorimeter constructed from devices similar to the DECAL

prototype in these proposed physics experiments. For these studies the simulation framework

of CLICdet was adopted for convenience and because of its relative sophistication and maturity.
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Chapter 3

Particle tracking with silicon detectors

As described in Chapter 2, particle physics experiments make extensive use of silicon detectors

for tracking of charged particles and they are also being explored for applications in calorimetry.

In this chapter, the working principles of silicon detectors and their application in particle

physics are described. There is special attention paid to the development of MAPS and the

TowerJazz 180 nm process since this technology was used for both devices characterized for

the work of this thesis, the MALTA and DECAL sensors. Also included are a brief discussion

of radiation damage in silicon and a description of typical characterization measurements used

for silicon sensors in particle physics.

3.1 Interaction of Particles with Matter

ATLAS and other experiments rely on the understanding of the interaction of incident particles

passing through large bodies of matter, such as planes of silicon in the tracker. Photons interact

through predominantly pair production at high energies (above a few MeV) and Compton

scattering and the photoelectric effect at lower energies. Neutrons interact through the strong

force and scatter or undergo nuclear interactions. Neutrinos have such small cross sections

that their presence is usually inferred through missing energy. Electrically charged particles

predominantly interact through ionization, Cherenkov radiation, bremsstrahlung, or transition

radiation, with ionization by charged particles as the main mode by which signal is created in
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silicon detectors.

3.1.1 Bethe Equation

For a heavy charged particle (with mass greater than that of an electron), as the particle passes

through matter, it will interact with that matter through a series of single collisions, depositing

energy with each interaction [23]. For thin absorbers used in tracking detectors, there are

few interactions, and therefore significant variance in the total deposited energy. The Bethe

equation estimates the mean rate of energy loss per unit length of a heavy charged particle

− dE

dx
= Kz2Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Wmax

I2
− β2 − δ(βγ)

2

]
(3.1)

where I is the mean excitation potential (characteristic of the material), z is the charge number

of the incident particle, Z is the atomic number of the absorber, A is the atomic mass of the

absorber, K is 4πNAremec
2/α with re as the classical electron radius, α as the fine structure

constant, and NA is Avogadro’s number [23]. The term δ(βγ) is the density correction and

Wmax is the maximum energy deposited in single interaction, calculated as:

Wmax =
2mec

2β2γ2

1 + 2γme/M + (me/M)2
(3.2)

The matter which the particle passes through is characterized by the mean excitation energy

I which is determined from previous stopping power experiments.

Figure 3.1 shows the mean stopping power for muons on copper and labels regions of the

plot, with the point of minimum ionization highlighted. Particles at this energy are known as

minimum ionizing particles (MIPs). When characterizing sensors, it is important to test that

a sensor has the sensitivity to detect MIPs since many relativistic particles at the LHC have

mean energy loss rates close to their minima. The Bethe equation is accurate to a few percent

in the region 0.1 < βγ < 1000 for intermediate-Z materials.

For electrons, the stopping power is a less useful quantity than for heavy particles because

the energy loss in any single collision can be very large, leading to a highly scattered path for
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Figure 3.1: The stopping power as a function of βγ as calculated by the Bethe equation plotted
for muons on copper [23].

all but the highest energies. For electrons, Wmax should be the kinetic energy of the electron,

mec
2(γ− 1), though due to the scattering being of electrons by electrons, the maximum energy

transfer is actually Wmax/2 = mec
2(γ − 1)/2 [23]. This value was used, along with the Bethe

equation, to generate the plot in Fig. 3.2 of the stopping power of electrons, protons, and pions

for silicon (the three charged particles used for sensor characterization in this thesis). The plot

does not include the corrections for accuracy at higher energies that are in Fig. 3.1.

Figure 3.2: The stopping power as a function of momentum as calculated by the Bethe equation
for electrons, protons, and pions on silicon. The plot does not include the corrections for
accuracy at higher energies that are in Fig. 3.1.

While the Bethe equation describes the mean energy loss at a given incident particle energy,
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the energy loss from a single particle’s passage is distributed according to a skewed Landau

distribution as shown in Fig. 3.3 from [23]. The most probable value of the stopping power

dE/dx is typically used to characterize the distribution and the sensor. This most probable

value is less than the mean energy loss, and depends on the absorber thickness: thinner layers

of silicon will tend to have a lower most probable value of the stopping power than thicker ones

have, as shown in the figure via the Landau distributions for sensors of various thickness.

Figure 3.3: The stopping power Landau distributions for 500 MeV pions normalized to unity
for the most probable value. The width w is the full width at half the maximum [23].

3.1.2 Photon and electron interactions in matter

The cross-sections for the various processes for photon interaction with matter are shown in

Fig. 3.4 for carbon and lead. The photoelectric effect, which dominates at low energies, is

characterized by the absorption edges for photoionization of atomic energy levels. In particular,

the rest mass of the electron and positron is 511 keV, so photons with energies below 1.022 MeV

cannot undergo pair production. Depending on the material, Compton scattering becomes the

dominant effect for photons near 1 MeV.

For high-energy photons and electrons, pair production and bremsstrahlung are dominant

processes for energy loss in matter, with the dominance of bremsstrahlung over ionization

beginning at around 10 MeV in lead and 40 MeV in silicon (as shown in Fig. 3.6 and 3.7,

described in detail ahead). The probability that a photon or electron will interact after traveling



23 Chapter 3. Particle tracking with silicon detectors

a given distance in a medium is characterized by the radiation length of the medium, X0. It is

both the average distance over which an electron loses all but 1/e of its energy to bremsstralhung

and 7
9

of the mean free path for pair production by a high energy photon, λ [23].

In Fig. 3.5, the photon absorption length λ is plotted as a function of the photon energy for

various materials. The intensity I remaining after traversal of thickness t (in mass/unit area)

is given by

I = I0e
−t/λ (3.3)

Low energy photons may not penetrate past the silicon oxide in a sensor and avoid detection,

and high energy photons are unlikely to interact with the silicon at all. X-rays can be useful

for characterization since at the energies near that of a MIP in a thin sensing layer (O(keV)

to O(10keV)) the mean absorption length (O(10µm) to O(100µm)) results in a reasonable

acquisition rate, as can been estimated from Fig. 3.5.

For electrons and positrons, bremsstrahlung dominates at high energies, as shown in Fig. 3.6

of the fractional energy loss of electrons or positrons in lead as a function of their energy. At

lower energies, most of the electron energy is lost to ionization. The critical energy EC of

a material is the energy below which ioniziation dominates. The critical energy for various

materials as a function of their atomic number is plotted in Fig. 3.7. There are several useful

definitions for EC , for this plot it is the energy at which the ionization loss per radiation length

is equal to the electron energy (that is, when the ionization curve is above 1 in Fig. 3.6).

Given these cross sections for photons and electrons and positrons, a high energy (above a few

MeV and EC) photon or electron/positron incident on a thick absorber will produce a shower of

electrons, positrons, and photons through subsequent pair production and bremsstrahlung. As

more interactions occur the energy of the particles will decrease until they reach a critical energy

EC below which ionization dominates and a particle is absorbed by the medium. Eventually,

(if the medium is deep enough) the total number of particles falls to zero. The mean number of

particles N generated in a shower is proportional to E, the energy of the incident particle. The

shower evolution is governed by Poisson statistics so the variance of the mean N is also N and

the standard deviation of the mean is 1/
√
N . Hence, the energy of a shower can be estimated
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Figure 3.4: Photon total cross sections as a function of energy in carbon and lead, showing the
contributions of different processes from [23].

from the number of particles, and this is the underlying concept of digital electromagnetic

calorimetry, the subject of Chapter 8.

The profile of the shower can be estimated as a gamma distribution:

dE

dt
= E0b

(bt)a−1e−bt

Γ(a)
(3.4)

where E0 is the initial energy of the incident particle, t = X/X0 is the number of radiation

lengths traversed, and a and b are properties of the material [23]. The depth at which the
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Figure 3.5: The photon mass attenuation length (or mean free path) λ for various elemental
absorbers as a function of photon energy, from [23].

Figure 3.6: Fractional energies loss for electrons and positrons in lead.

number of particles is maximized, known as the shower max, is

tmax =
a− 1

b
= ln y + C (3.5)

where y = E0

EC
.
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Figure 3.7: Electron critical energy for the chemical elements, with critical energy defined as
the energy at which the ionization loss per radiation length is equal to the electron energy. The
fits shown are for solids and liquids (solid line) and gases (dashed line). The rms deviation is
2.2% for the solids and 4.0% for the gases [23].

Coloumb Scattering

As a charged particle passes through matter, it is deflected in a series of small-angle scatters,

mostly due to Coulomb scattering. The distribution of angular deflections can be modeled as

Gaussian with an RMS width of [23]

θ0 =
13.6 MeV

βcp

√
x

X0

[
1 + 0.038 ln(

xz2

X0β2
)

]
(3.6)

In tracking applications, it is usually desirable to minimize the radiation length of sensors and

thereby the effect on the tracked particle and uncertainty in reconstructed tracks. The accuracy

of the reconstructed momentum depends on measuring the curvature of the track of charged

particles in a magnetic field and will be better with less multiple scattering. The impact

parameter resolution depends on the multiple scattering in the first layers of the detector.

The resolution of lower energy particles is affected even more, and for their reconstruction,

minimizing multiple scattering is especially important.
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3.2 Silicon Detectors

Silicon sensors have long been a cornerstone of particle detection in physics experiments, first

developed as planar pad and strip sensors in the 1980s and then as pixel detectors for LEP

and the innermost detection layers at the LHC [24, 25]. The ATLAS Inner Detector contains

thousands of silicon sensors with millions of signal channels, and the continued use of silicon is

proposed in future upgrades and will have even larger sensors areas with more channels.

Silicon is a semiconductor material that converts the ionizing energy deposited by an incident

particle into mobile charge carriers, that is, electrons and holes. In the presence of an external

field, for example, due to biased electrodes on either side of a silicon chip, these charges will

drift and can be collected and the induced current on electrodes can be read out as signal,

making silicon an effective detector. In the absence of an applied field, charges will move due

to diffusion and can still be collected. However, the charge collection by diffusion is much

slower and so is not as well suited for particle physics applications where the charge must be

collected quickly. Devices with diffusion are also more susceptible to radiation damage since the

collection time and carrier lifetime become comparable as the detector becomes more damaged.

Silicon diodes formed from p-n junctions are operated in reverse bias to expand the region in

which there is an electric field, and thereby increase the signal current. The p-n junction and

the working principles are discussed in more detail in the sections below.

There are a number of advantages to silicon that have led to its wide use in high energy

physics. It is widely available as one of the most abundant elements on earth. The number

of charge carriers generated is proportional to the energy deposited (on average, 3.6 eV per

electron-hole pair created). Silicon can be manufactured with structures having nanometer-

level precision, though for particle physics sensors, a spatial resolution on the order of microns

is sufficient. Silicon chips are developed for many other applications in industry by multi-

billion pound foundries, meaning that there is a breadth of technologies such as CMOS that

are potentially applicable to particle physics which can be produced affordably in large numbers

relatively quickly (that is, with high throughput) from an array of potential manufacturers. The
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structural rigidity of silicon, good energy and spatial resolution, and the availability of advanced

silicon technologies due to its popularity in industry and natural abundance on earth have made

it a natural choice for tracking applications.

3.2.1 The p-n Junction

A p-n junction is a junction between silicon doped with group-III elements such as boron (p-

type silicon) and silicon doped with group-V elements such as phosphorous (n-type silicon) as

shown in the schematic in Fig. 3.8. Due to the concentration gradient, electrons diffuse from

the n-doped region to the p-doped, and holes from p-doped to n-doped. When crossing the

junction the charge carriers recombine, leaving a space charge on the two sides: positive on the

n-doped side (due to group-V dopant atoms that have lost an electron), and negative on the

p-doped side (due to group-III atoms that have lost a hole). This space charge region depleted

of charge carriers is called the depletion region. The space charges result in an electric field in

the depletion region and a potential difference across it called the built-in voltage.

Figure 3.8: Schematic of the doping and resulting electric field of an unbiased p-n junction [26].

The application of an external field in the same direction as the built-in voltage, known as

reverse biasing, results in the depletion region becoming wider. In particle physics applications,

the reverse bias voltage is typically much greater than the built-in voltage, and so the built-in
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voltage is neglected. The Poisson equation (in one dimension) can be used to estimate the

relationship between the width of the depletion region and the bias voltage:

∂2φ

∂x2
= −ρ(x)

ε
= −Ne

ε
(3.7)

where ρ is the charge density and N is the doping concentration. Then in the n-type region,

the potential is

φn = −NDex
2
n

2ε
(3.8)

and for the p-type region

φp =
NAex

2
p

2ε
(3.9)

where NA is the concentration of acceptors (p-type dopants), ND is the concentration of donors

(n-type dopants), and xn and xp are the distances from the junction. The zero of potential is

defined such that φ(x = 0) = 0. Using the equilibrium condition that no charge carriers have

been added to the silicon, only exchanged between the doped regions

NDxn = NAxp (3.10)

Then for xn = Xn, the depth of the n-type depletion region, (and xp = Xp, for the p-type

depletion region), the voltage drop across the depleted region can be written as

φp − φn = V =
e

2ε
(X2

nND +X2
pNA) =

eNDX
2
n

2ε

(
1 +

ND

NA

)
=
eNAX

2
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2ε

(
1 +

NA

ND

)
(3.11)

On each side of the junction, the depletion width is:

Xp =

√
2V ε

eNA(1 +NA/ND)
(3.12)

and

Xn =

√
2V ε

eND(1 +ND/NA)
(3.13)
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To get the full width, w the two depths are summed:

w = Xp +Xn (3.14)

In the case where one doping concentration is significantly greater, it can be approximated that

the depletion region extends only into the other region with lower doping concentration. Let it

be assumed that ND >> NA. Then,

w ≈ Xp ≈
√

2V ε

eNA

(3.15)

If the resistivity, ρ = 1/(Neµ), with carrier mobility µ, is substituted, then

w =
√

2εµρVbias (3.16)

and we derive a simple approximation for the depletion voltage of a detector given its depth,

D

Vfull depletion =
D2

2εµρ
(3.17)

The full depletion voltage is an important characteristic of a detector; if a detector is run below

full depletion the signal will be smaller than at full depletion. Equation 3.17 implies that in

order to have a reasonably low depletion voltage, the resistivity ρ must be sufficiently high,

which requires low impurity concentrations.

The detector capacitance also depends on the width of the depletion region and is small for

large resistivity values. Assuming a planar geometry for the junction [27]

C =
dQ

dV
=
A dQ
dQ
ε
w

=
Aε

w
= A

√
ε

2Vbiasµρ
(3.18)

With Equation 3.18, from a measurement of a sensor’s CV curve (Sec. 3.3.3) the doping

concentration can be inferred.

In contrast, in forward biasing the polarity of the voltage source is the opposite and the
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depletion region shrinks, there are more free charge carriers, and the resulting current is much

greater. In the undepleted silicon, there is no field so charges will diffuse, increasing the time

for charges to move towards the electrodes. For particle detection, silicon sensors are operated

with reverse bias in order to have a large depletion region and thereby increased collected charge

and a faster signal collected by drift instead of diffusion.

3.2.2 Signal Formation

Charge carriers in the presence of an electric field, such as electrons and holes in the depletion

region, drift along the field lines [28]. The drift velocity can be modeled as the product of the

electric field and carrier mobility

v = µE (3.19)

The electrons are approximately three times more mobile than holes: for electrons µ =

1350 cm2/Vs , while for holes µ = 450 cm2/Vs.

The Shockley-Ramo theorem describes the current induced by a mobile charge carrier with

charge q on an electrode

i = −q ~Eweight · ~v (3.20)

where Eweight is the weighting field, that is the electric field calculated by setting the collection

electrode to one volt and all others to ground. For configurations with only two electrodes,

the form of the weighting field and electric field will be the same. A sensor may be operated

above depletion (be “over depleted”) to increase the field strength and carrier drift velocity

to improve the characteristics of the signal. The final amplitude of the voltage signal depends

only on the total collected charge Q and the sensor capacitance, C:

Vin = Q/C (3.21)

The collected charge, Q is proportionate to the energy deposited in the sensor by ionizing

radiation: an electron-hole pair is formed for every 3.6 eV of deposited energy. To achieve a
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large signal amplitude, the capacitance should be minimized, however, the time constants of the

sensor capacitance, collection time, and amplifier have to be well-matched, and the trade-offs of

thinner (higher C) sensors must also be considered. That being said, in general low capacitance

designs are attractive for the high voltage signal and low noise, as discussed in Sec. 3.2.4

3.2.3 Leakage Current, Temperature Dependence

Leakage current is the current in a device that arises from charge carriers becoming thermally

excited and slipping into mid-gap states and then into the conduction band (or excited from

valence to conduction band through a two step process via mid-bandgap states). The leakage

current of a device should go linearly with the depletion depth, that is, as
√
Vext, until depletion

is reached. The current remains relatively constant or increases gradually with voltage until

breakdown is reached and the current increases greatly. Above this breakdown voltage sensors

cannot be operated as effective detectors, making the measurement of the IV curves (Sec. 3.3.3)

important for sensor characterization.

The current depends on the temperature as [28]:

Ileakage ∝ T 2 × e
−Eg
2TkB = T 2 × e

−0.62
TkB (3.22)

where Eg is the bandgap energy for silicon, 1.12 eV. This temperature dependence leads to

the possibility for thermal runaway since increasing temperature leads to increasing current

and vice versa. A high leakage will contribute to shot noise and could even make discerning a

signal from an incident particle difficult, and sensors are often cooled during operation to limit

their current, including in ATLAS where they are cooled to -30◦C for operation after radiation

damage.
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3.2.4 Electronic Noise

The equivalent noise charge (ENC) in a silicon detector system can be modeled as the sum of

three components [28]

Qnoise = i2nFiTs + e2
nFv

C2

TS
+ FvfAfC

2 (3.23)

The shot noise is

i2d = 2eIleakage (3.24)

and the 1/f noise is modeled as

e2
n = Af/f (3.25)

where Af is a device-specific noise coefficient and f is the frequency. The last term FvfAfC
2,

is for the noise of the capacative load. TS is the shaping time for the output signal, often

determined by the integration time of the first amplifier stage. Fi, Fv, Fvf are shape factors

calculated as:

Fi =
1

2TS

∫ ∞
−∞

[W (t)]2dt, Fv =
TS
2

∫ ∞
−∞

[
dW (t)

dt

]2

dt (3.26)

for the output waveform W (t). Given Equation 3.23, detector capacitance must be kept low

to avoid significant noise. The detector capacitance depends on the depth of the detector d and

the area of the collection electrode A as C = Aε
d

, though these parameters must be balanced

in the detector’s design since a large electrode provides a uniform electric field and shallow

depth allows for fast detection time, among other trade-offs. In strip detectors, the capacitance

between strips actually dominates, and C = Aε
d

is not a valid approximation.

3.2.5 Radiation Damage in Silicon

Silicon sensors are exposed to high levels of radiation that degrade sensor performance over

time. One of the key and oft-limiting design requirements for any detector intended for use

in an experiment is that it be sufficiently radiation hard. There are two types of radiation

damage that affect silicon detectors: displacement damage, also known as bulk damage, due to
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non-ionizing radiation, and surface damage due to ionizing radiation.

Displacement Damage

Bulk or displacement damage to silicon detectors comes from NIEL (non-ionizing energy loss),

as opposed to ionizing energy loss used for detection. Atoms in the silicon interact with incident

radiation and become displaced from their original positions and form Frenkel pairs of vacancies

and interstitials. Defects migrate through the lattice and when combined with other impurity

atoms form defect clusters [29]. Some of these defect clusters are electrically active and so act

as mid-band-gap states between the valence and conduction bands. States near the middle of

the gap facilitate the transfer of electrons from the valence to conduction band, increasing the

leakage current. In diodes, the basis for detectors, the change in leakage current is modeled as

δI = φ ∗ α ∗ V (3.27)

where φ is the fluence in neq/cm2 and V is the volume of the active region in the detector [28].

The parameter α has been measured experimentally to be 4 × 10−17 for 1 MeV neutrons and

α ≈ 3× 10−17 for 650 MeV protons in [30–32].

Defect levels can trap free charge carriers from the conduction band and decrease the signal

in a detector if the trapping time is comparable to the signal collection time. Defects can also

lead to a change in the effective space charge and thereby the depletion voltage. The depletion

voltage and effective doping concentrations of a 300 µm sensor are plotted as a function of

fluence in Fig. 3.9. The increase in depletion voltage means the operation voltage of a detector

is higher and combined with the increased leakage current Id, there can be significantly more

power consumption and/or relative noise in an irradiated sensor. Along with trapping, the

increased leakage current and the decreased depletion depth can lead to a small signal and

higher noise. In order to decrease the leakage current, and allow for higher bias voltages and

more depletion, irradiated sensors are generally cooled to near -30 ◦C.

If the damage is great enough, the density of acceptor-like defects can be greater than the
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donor density in n-type silicon (partially due to donor removal) , resulting in a negative effective

space charge when depleted. This is known as “type inversion” and shown by labeled point in

the plot in Fig. 3.9. Though there are still donor states present, the acceptor-like space charge

of the defects dominates. This is not observed in high-resisitivity p-type silicon, which already

has a negative space charge prior to the corresponding inversion fluence.

Figure 3.9: The depletion voltage as a function of fluence for a 300 µm sensor [33].

Figure 3.10: The effective doping concentration as a function of the annealing time. The data
shown here were taken at room temperature while the annealing took place at 60 ◦C [34].

The effective doping concentration changes with time for irradiated sensors due to what is

called annealing and can be slowed by cooling or sped up by warming the sensor. As shown

in Fig. 3.10 of the effective doping concentration as a function of the annealing time at 60 ◦C,

detectors can be annealed to reduce the change in effective doping concentration, though anti-
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annealing effects limit this technique, that is, after too much annealing the change in doping

concentration begins to increase. The working prescription for annealing detectors is 80 minutes

at 60 ◦C [35], to allow easy comparison between sensors with differing initial annealing histories,

and this was the procedure used in annealing sensors for this thesis. The leakage current also

depends on the duration and temperature of annealing, as shown in Fig. 3.11, where the α

parameter for various anneal times and temperatures is plotted.

Figure 3.11: The α parameter for the change in leakage current as a function of time for different
annealing temperatures [32].

Ionization (Surface) Damage

Ionizing radiation results in the creation of free charge carriers in the silicon. In depleted silicon,

the charges will drift to the electrodes due to the electric field, and in these “bulk” regions

ionizing radiation does not cause damage. However, in layers with no or very little field, such

as the oxide on the surface of detectors, the charges will tend to build from ionization. Due to

the greater mobility of electrons, they are generally collected, but holes are trapped leading to

a fixed charge build-up and resulting in an electric field that can affect the flow of charges and

thereby performance of a detector. The space charge can create an inversion layer in the silicon
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that allows conduction between strips or pixels or other structures in a sensor. The interstrip

resistance measurements discussed in Section 4.5 were done based on suspicions of the impact

of ionization damage.

The space charge can also affect the operation of metal-oxide-semiconductor (MOS) tran-

sistors, the building blocks of the electronics in complementary metal-oxide-semiconductor

(CMOS) sensors and readout chips. The ionizing damage can lead to changes in the threshold

voltage (for setting a transistor on or off), potentially making a sensor inoperable. However, to

an extent, the negative effects of ionizing radiation, such as an increase in the current in the

digital electronics, have been found to be self-mitigating as the oxide charge build up saturates.

Measuring Damage

Figure 3.12: The NIEL displacement damage for various particles and energies. The insert
shows the energies relevant for high energy particle physics [32]. The red lines illustrate the
expected damage factor of 2 to 3 for 23 MeV protons which were used for irradiation.

For bulk damage, the amount of damage depends on NIEL which depends on the energy

and type of the particle used for irradiation. For example, X-rays cause entirely ionizing

damage, neutrons mostly non-ionizing, and protons significant amounts of both. For bulk

damage, the damage is quantified relative to the damage done by 1 MeV neutrons. The
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1 MeV neutron equivalent fluence is the fluence of 1 MeV neutrons that produces the same

damage as the particles used for a given irradiation and it is typically expressed in units of

1 MeV neutron equivalent fluence per square centimeter and written as neq/cm2. The calculated

relative damage for various particles is shown in Fig. 3.12. The 23 to 28 MeV protons used in

irradiations for this thesis should do 2 to 3 times the damage of 1 MeV neutrons, as can be seen

with solid the red lines in the figure. For ionizing radiation, the damage depends primarily on

the total ionizing energy absorbed.

3.3 Tracking sensors in high energy particle physics

3.3.1 Passive Strip and Pixel Detectors

Silicon strip and pixel detectors are planar detectors patterned with strips of implants at regular

intervals, usually on the order of tens of microns. Each strip has an electrode to read out the

signal, thus giving position information for the interaction. Power and readout electronics are

provided for passive sensors, typically via one or more PCBs and direct bump or wire bonding

to a readout chip. For pixel sensors, this “hybridization” process can be especially challenging

due to the high number and spatial density of channels.

Passive silicon sensors do not contain readout electronics such as amplification and discrim-

ination that are built into active silicon sensors. Passive sensors have been used extensively in

particle physics experiments, including in the current ATLAS Inner Detector and other LHC

experiments. For the ITk, the inner and outer layers will be constructed from hybrid pixel and

strip sensors, respectively, though CMOS pixel sensors were originally considered for some of

the inner layers and may still be used as a replacement in the future.

3.3.1.1 ITk Strip Modules

The ITk strip detector consists of arrays of strip sensors arranged in four concentric cylinders in

the barrel region and six parallel discs in each endcap region. The main mechanical components

are ‘stave’ and ‘petal’ mechanical supports for the barrel and endcap regions, respectively. Each
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endcap disc is covered by 32 petals, and the number of staves increases further from the beam.

On these supports strip sensor modules are placed and supplied with local services such as

cooling and power. To more precisely determine the track positions, two strip detectors are

placed back-to-back on either side of the central support with a small angle (26 millirad)

between.

A strip module consists of a sensor coupled to one or more low-mass PCBs called “hybrids”

hosting readout electronics. In the barrel, for regions close to the beam (L0-L1), the occupancy

will be higher and it is advantageous to use shorter strips in these regions. Hence, there are two

designs of modules: Short Strip and Long Strip. In Fig. 3.13(a) is the design concept for one

of the Short Strip modules, and a fully assembled module is in Fig. 3.13(b). The Long Strip

modules have the same components, but have longer strips and correspondingly fewer readout

channels.

(a) Schematic of the Short Strip modules for the
ITk [11].

(b) A fully assembled Short Strip module [11].

Figure 3.13: Strip modules for the ITk.

To ensure that sensors meet the radiation requirements of the ITk (previously shown in

Fig. 2.6 and 2.7), prototypes must be characterized, as was done in the irradiation and charac-

terization of passive strips sensors described in Chapter 4.
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3.3.1.2 ITk Pixel Modules

Pixel modules are the basic mechanical and electrical unit of the ITk Pixel Detector. A module,

a schematic of which is shown in Fig. 3.14, is composed of one or more passive pixel sensors each

bump bonded to a readout chip (forming a “bare module”) and then glued and wire bonded to

a flexible PCB (called a “PCB module flex”) which provides power, means for data transfer,

and other services such as cooling. Fig 3.14 shows a picture of a pixel module from the PCB

side. There are three types of pixel modules for the ITk: single modules with one sensor and a

2 × 2 cm2 area for the inclined region of the inner barrel layer, dual modules with two sensors

and 2 × 4 cm2 area for the innermost layer and inclined barrel, and quad modules with four

sensors and 4 × 4 cm2 area, to be used in the outer flat barrel and outer end-cap rings.

(a) An ITk pixel quad module from the PCB side. (b) Schematic of a hybrid pixel module with the flex,
sensor, and readout chip bonded.

Figure 3.14: Hybrid pixel sensors for the ITk.

The bump-bonding or “hybridization” of the sensor and front-end chips is a time-consuming

process and the most expensive portion of the pixel module construction. The process can be

divided into four steps: bump deposition on the readout wafer, sensor wafer processing, wafer

thinning and dicing, and face-to-face bonding of the readout chip and sensor, known as “flip-

chip” bonding. Each step involves qualifying vendors and quality control by the ITk team and

the assembled module must undergo additional testing to ensure that only a small portion of

the bump bonds will fail due over the lifetime of the module. While similar methods were used
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in the construction of the Inner Barrel Layer which is currently the innermost portion of the

ID, the ITk Pixel detector presents a greater technological challenge due to an increased bump

density, number of bumps per chip, and wafer size. Another significant challenge is the scale of

production since the area covered by silicon sensors the for the ATLAS ITk Pixel Detector is

much larger (13 m2) than for the current ATLAS pixel sub-detector (1.9 m2) [36].

The CMOS monolithic active sensors discussed in this thesis address the challenges related to

a large-area detector and hybridization since they do not require this bump bonding phase and

the actual sensor production can take advantage of processes and vendors scaled and refined

for the commercial sector to produce large numbers of sensors in a short amount of time. For

this reason and others, discussed in greater detail in section 3.3.2, sensors in CMOS technology

were considered as a option for the ITk in place of hybrid modules in the Barrel 4 region, and

may still potentially be included in Runs 4 and 5.

In order for either CMOS or hybrid modules to be included in the ITk, in addition to radiation

tolerance, there are several other key requirements for pixel sensors. The requirements for Layer

4 of the barrel are tabulated in Table 3.1. The time resolution and thereby rise time, effectively

the collection time for a sensor, must be less than 25 ns due to the 40 MHz bunch crossing

frequency of the LHC. The power consumption needs to be limited in order to limit the mass of

the necessary cooling structures and material in the detector which increases multiple scattering

and reduces the accuracy of reconstruction. The development and characterization of CMOS

pixel sensors for the ITk Pixel Detector discussed further in Chapters 5, 6, and 7 is in light of

these requirements.

ATLAS ITk Pixel Requirements
Requirement Value
Power consumption 0.5 W/cm2

Time resolution 25 ns
Hit efficiency 97%
NIEL displacement damage 1× 1015 neq/cm2

Total ionizing dose 50 MRad
Noise 1% hit occupancy = 1 MHz/cm2

Table 3.1: Requirements for pixel modules in the Barrel 4 region of ATLAS ITk [11].
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3.3.2 MAPS in particle physics experiments

MAPS are CMOS imaging sensors modified for use as silicon pixel detectors. Unlike hybrid

pixel detectors, in MAPS there is no need for bump bonding of separate devices together since

the pixel matrix readout circuitry such as amplification and discrimination is built into a single

monolithic device.

With their monolithic nature and link to commercial sensor production, MAPS have been

developed for implementation in particle physics experiments due to a number of advantages

over the hybrid pixel detectors used in ATLAS and other experiments:

Thin sensors Using a single piece of silicon instead of two in a hybrid results in thinner sensor

modules and a detector with a lower material budget to improve track reconstruction, in

particular of the impact parameter in vertex detectors. Furthermore, the epitaxial silicon

used for charge collection in some designs is as thin as 18 µm, and sensors can be thinned

to 50 µm or less. Besides the improvement in reconstruction with less material budget,

at these thicknesses, it becomes possible to bend the sensor with significant curvature to

be concentric to the beam line in experiments, as is proposed for the next upgrade of the

Inner Tracking System (ITS) in ALICE [37] during LS3 .

Low capacitance and power The capacitance of the sensor can be far less than the inherent

capacitance of a bump bonded diode contact, and allows for low capacitance and therefore

noise and power consumption. The capacitance can be even lower in pixel designs with

smaller collection electrodes. The overall material budget can be decreased even further if

there is less infrastructure for cooling and powering as a result of lower power consumption

of the sensor, and the minimum material budget is limited only by the thickness of the

sensors themselves.

Stitching Stitching is a technology that allows for the manufacture of wafer-scale pixel matri-

ces. Devices of this size would greatly improve the possibility of developing a large area

silicon tracker, in particular of a curved, cylindrical detector such as in the previously
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mentioned proposed ITS upgrade, though the production yield is also less for stitched

sensors.

Production costs and speed “Hybridization” is an expensive and time-consuming process.

MAPS are produced in commercial processes for CMOS image sensors which can offer

reduced production costs and times compared to planar sensors, and even more so in

comparison to the full hybrids.

These potential advantages have made CMOS imaging technology attractive for implemen-

tation in particle physics and the subject of much research and development.

3.3.2.1 MOSFET and CMOS

The metal-oxide-silicon field effect transistor (MOSFET) transistor consists of doped silicon

interfaced with an insulating material (such as silicon oxide) and metal to form a cross section

as shown in Fig. 3.15 of an p-type MOSFET (PMOS). (In n-type MOSFET (NMOS), the

polarity of the doping is reversed.) A PMOS transistor consists of n-doped bulk substrate,

p-doped source and drain terminals and an insulating layer (typically silicon dioxide in older

technologies) and conductive metal to form the gate. The behavior of the transistor is dictated

by the doping levels, trapped charge in the insulating layer (see discussion above on radiation

damage), and biasing of the source, gate, drain, and bulk to control the depletion and flow of

current between terminals. MOSFETs are typically used for switching or amplification and are

the building blocks of digital and analog circuitry. CMOS logic is built with complimentary

NMOS and PMOS transistors such that only one out of the pair is switched on at a given time

(with the exception of a brief time when switching occurs). Circuits built in this way consume

significantly less power than NMOS logic or Transistor-Transistor Logic, and CMOS logic is

the dominant logic used in modern digital and electronic circuitry.

CMOS can be used to build circuitry, including amplifiers and digital logic at a scale that

can be contained in a single silicon pixel. Historically, silicon sensors and readout devices

have typically been developed and produced separately and then combined into hybrid sensors,

however, CMOS devices with sensing components for commercial applications such as digital
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Figure 3.15: Schematic of a PMOS transistor.

cameras have been modified for implementation in particle physics and present an exciting

opportunity to build all-in-one (“monolithic”) devices.

3.3.2.2 Historical developments

MAPS have been developed for particle physics based on CMOS imaging sensors (CIS) for

commercial digital cameras. Since the early development of MIMOSA and implementation in

the STAR experiment [38, 39], there has been significant work to expand the applicability of

CMOS sensors to particle physics applications as detectors of ionizing radiation. This work

includes the development of readout architectures and sensor designs.

Like most CMOS imaging sensors, MIMOSA featured charge collection by diffusion in a thin

(∼20 µm) undepleted layer of epitaxial silicon, and a rolling shutter readout. In a rolling shutter

readout, the pixels are readout one row at a time in a set sequence to the sensor periphery where

there is further amplification and discrimination. While these features were suitable for STAR,

they limited the speed of the readout and thereby implementation in other experiments. In

later versions of MIMOSA, a zero suppression readout was implemented, allowing for readout

of only pixels that registered hits [40]. These newer versions of MIMOSA have a wide array of

applications in particle physics, including the KARTel telescope used for particle tracking in

test beam measurements of the first MALTA device presented in this thesis [41].

Following the use of MIMOSA in STAR, other MAPS that collect charge by diffusion have



45 Chapter 3. Particle tracking with silicon detectors

NWELL COLLECTION 
ELECTRODE

PWELL

DEEP PWELL

P- EPITAXIAL LAYER

P+ SUBSTRATE

NWELL PWELL NWELL

DEEP PWELL

PMOSNMOS

DEPLETION 
BOUNDARY

DEPLETED ZONE

Figure 3.16: Schematic of the TowerJazz 180 nm standard process used for the ALPIDE sensor.

been developed and installed in particle physics experiments, such as the ALPIDE sensor [42],

which was integrated into the ALICE Inner Tracking System upgrade during LS2 of the LHC

from 2019-2021. A schematic of the pixel cross section is shown is shown in Fig. 3.16. The

sensor is implemented in the TowerJazz 180 nm CMOS imaging process .The substrate is a

high resisitivity ( 1 kΩ) 18-30 µm thick epitaxial layer and has a small n− collection electrode

outside the p-well structures shielding the electronics from charge carriers generated by particles

that transverse the sensing volume. The depletion region is delineated by the dotted line in

Fig. 3.16, and does not include the area under the p-well.

The collection by diffusion in MAPS results in much longer collection times than collection

by drift along an electric field. This collection is too slow for many particle physics applications,

such as in ATLAS where a signal must be detected in a single 25 ns bunch crossing. The long

collection time also increases the likelihood of recombination and of charge being lost due to

trapping, given the reduced carrier lifetime. The concentration of these traps increases after

irradiation, and the radiation hardness is limited with collection by diffusion. The ALPIDE

chip is radiation hard up to a NIEL fluence of 1×1013 neq/cm2 [42], which is sufficient for

ALICE, but two orders of magnitude below the ATLAS requirement of 1×1015 neq/cm2. As

with MIMOSA, this sensor’s application was limited to lower rate and irradiation levels. To

improve the radiation hardness, more signal needs to be collected in shorter time. This can be

achieved by increasing the size of the depleted region where there is an electric field so that

charge carriers will be collected by drift instead of diffusion.

Fortunately, as CMOS technology has matured, it has become feasible to design MAPS with
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faster charge collection and better radiation tolerance. In general this is due to higher re-

sistivity substrates and higher voltages that have allowed for greater depletion (the depleted

volume is proportionate to
√
V ρ and thereby the development of a subclass of sensors known as

depleted MAPS or depleted monolithic active pixel sensor (DMAPS) [43] which could poten-

tially be installed in the ATLAS ITk and similar environments and are the subject of ongoing

development.

3.3.2.3 DMAPS for the ATLAS ITk Upgrade

The ATLAS collaboration surveyed a number of potential CMOS vendors and technologies

and selected three to continue development of MAPS for the ATLAS ITk: AMS 180 nm,

TowerJazz 180 nm, and LFoundry 130 nm [36]. This development of DMAPS for ATLAS

has been divided into two different design approaches: “large collection electrode” and “small

collection electrode.”

A schematic of the large collection electrode design is shown in Fig. 3.17(a). In this design,

the substrate is 50 to 100 µm thick or more and the NMOS and PMOS electronics are housed

within a large deep n-well that also serves as the collection electrode. Large collection electrode

devices have shown promising results, with MIP signals on the order of 7000 e and excellent

detection efficiencies above 99 % in devices irradiated to 1×1015 neq/cm2 3.17(a) [36]. The main

drawback of these devices is that the large area of the collection electrode leads to relatively

large capacitance, near 100 fF per pixel, which affects the power consumption, signal to noise,

and timing accuracy of the pixels.

A schematic of the small electrode design is shown in Fig. 3.17(b). The smaller electrode

leads to a capacitance of ∼10 fF and therefore lower power consumption and better signal to

noise, allowing for efficient hit detection despite the smaller collected charge due to the thinner

depletion region. This thinner collection region also allows for faster charge collection as carriers

drift a shorter distance. The main challenge of these devices is the collection of charge carriers

generated under the p-well, far from the collection electrode as this region may not be depleted

or have a weak electric field, especially in devices after significant NIEL damage.
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(a) Cross section of the large collection electrode pixel
substrate. The resulting capacitance is ∼ 100 fF.

(b) Cross section of the small collection electrode pixel
substrate. The resulting capacitance is ∼ 5 fF.

Figure 3.17: Schematics of the cross section of the pixel substrate design concepts for the
ATLAS ITk inspired by schematics in [43].

DMAPS in the TowerJazz 180 nm modified process

A recent development to improve the radiation hardness for use in ATLAS is to modify the

TowerJazz 180 nm process to include a lowly doped n− layer throughout the substrate as

shown in the Fig. 3.18(b) [44]. With this n-layer, the depletion region begins to grow from

the junction of the p-substrate and n-layer and full depletion of the epitaxial layer is achieved.

The TowerJazz Investigator, a sensor with only analog readout, was implemented in both the

standard and modified processes [44]. It features many ‘mini-matrices’ with variations in pixel

design such as the pixel, electrode, and p-well sizes and reset mechanism. Promising results

were measured with the Investigator sensors, such as improved signal in the modified process,

as demonstrated in 55Fe spectra in Fig. 3.19, and a slight improvement in the rise time and

signal amplitude after irradiation to 1 × 1015 neq/cm2 as shown in Fig. 3.20 [45]. Initial test

beam measurements indicated that the efficiency after irradiation was sufficient, however, closer

examination of the data and characterization of later devices in the TowerJazz 180 nm process,

including MALTA, would reveal that further modification to the sensor and/or front-end were

necessary for radiation tolerance to 1× 1015 neq/cm2, at least at the sensor pitches required for

ATLAS [46].

Two sensors, MALTA (Monolithic ALICE to ATLAS) and MonoPix, have been developed

based on the TowerJazz Investigator designs [47, 48]. The analog front-end in each pixel is
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(a) The standard process used for the ALPIDE sensor.
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(b) The modified process used for the MALTA and
MonoPix sensors.

Figure 3.18: Schematic of the TowerJazz 180 nm processes.

Figure 3.19: Amplitude spectra of 55Fe with the Investigator sensor in the standard and modified
TowerJazz 180 nm processes, from [45].

identical to the one in ALPIDE. The key difference between MALTA and MonoPix is in their

readout architectures, which is synchronous for MonoPix and asynchronous for MALTA, and

discussed in more detail in Chapter 5. The characterization of MALTA and subsequent versions

of the sensor is the subject of Chapters 5, 6, and 7.

3.3.2.4 Applications in high-granularity calorimetry

A novel application of tracking sensors is high-granularity calorimetry for proposed e+e− and

hadron collider experiments such as the ILC, CLIC, FCC, and CPEC. The precision of many
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(a) Amplitude distributions. (b) Rise time distributions.

Figure 3.20: Measurements of unirradiated and neutron-irradiated TowerJazz Investigator sam-
ples in the modified process, from [45].

measurements in these experiments depends on the jet energy resolution, which may be im-

proved with a high-granularity calorimeter constructed from silicon sensors that allow for precise

tracking and reconstruction of all particles in a jet. Both planar pad sensors and MAPS have

been considered and developed in hadronic and electromagnetic calorimetry by the CALICE

collaboration [49]. Chapter 8 is concerned with MAPS for electromagnetic calorimetry and

contains results for the simulated single-particle event reconstruction with a MAPS-based elec-

tromagnetic calorimeter as well as characterization of DECAL, a prototype MAPS sensor for

electromagnetic calorimetry [50].

3.3.3 Sensor characterization

For inclusion in physics experiments, sensors must be reliable and well-characterized. The typ-

ical measurements to understand sensor characteristics are described in this section. The exact

measurements for characterizing a sensor depend on the requirements of a target experiment as

well as the maturity of the experiment and the device being tested. Early versions of a sensor

may be limited in functionality or have features ill-suited for a specific application or practi-

cal operation in a large-scale experiment. Likewise, the design parameters of an experiment

may not yet be exactly determined and/or change at a later stage. Typical requirements for

a given experiment are limits on power consumption, data transfer rate, detection efficiency,
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and radiation tolerance. The characterization of irradiated devices is especially important, but

is also more challenging than characterization of unirradiated devices due to the irradiations

themselves and complications in testing such as the need to cool sensors.

Characterization for the ATLAS ITk is relatively mature, with a large collaboration that

has agreed on a set of requirements publicly accessible in [36] and [11] and has developed

standardized testing procedures for characterization prior to and during construction. The strip

sensors and CMOS sensors characterized for Chapters 4, 5, 6, and 7 were targeted for inclusion

in the ITk and are presented in light of the requirements and procedures of the collaboration.

For the DECAL sensor in Chapter 8, the exact experiment that will be constructed is not yet

clear, and so the characterization of the device is more open-ended, and simulation studies

including ones such as those in Section 8.3 may influence future sensor specifications.

Current-voltage and Capacitance-voltage measurements

In current-voltage (IV) measurements, the reverse bias on a sensor is varied and the leakage

current is measured. IV measurements of sensors are used to characterize the power dissi-

pation in the substrate for the sensor, and determine the operational limits. In a typical IV

measurement, an example of which is shown in 3.21, the current follows the proportionality to
√
Vbias (since the number of charge carriers goes as the depletion depth as in Eqn. 3.16) until

the sensor is depleted. At some voltage (ideally at greater reverse bias than the full depletion

voltage), the sensor begins to go into electrical breakdown and the current sharply increases.

When making IV measurements, precautions should be taken to avoid large current draws on

the sensors, such as smaller voltage steps and low power supply current compliance. They are

often the first measurement of a new device to determine the depletion voltage to be applied

for reverse bias operation, the breakdown voltage, and the leakage current.

In CV measurements, the capacitance is measured as a function of the bias voltage. Examples

of CV measurements are shown in Fig. 3.22. As Vbias is increased and the depletion region widens

C decreases proportionately to 1√
V

as in Eqn. 3.18 and with Vbias greater than the depletion

voltage, the capacitance plateaus. CV measurements can be used to infer N as a function of w
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Figure 3.21: The current–voltage characteristic for a silicon diode in the reverse bias direction.
The expanded view shows the I ∝

√
V dependence, while the global view shows the full scan

including breakdown at higher voltages, from [51].

Figure 3.22: Examples of CV measurements from From [51]. The two upper bands depict
sensors of two different geometries with slightly different areas and same high resistivity ma-
terial, both 400 µm thick. The lower CV curves describe 500 µm thick sensors, which have
less capacitance at full depletion and larger VFD ∝ d2, as would be expected based on equation
3.18. The different depletion voltages of the lower curves are due to two different resistivities
ρ2 > ρ1.

and measure a doping profile with

N(w) =
2A

qε

1

d(1/C2)/dV
(3.28)

from [27].
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Signal measurements

The sensor performance is characterized by measurement of the output signal of the sensor with

particles from a radioactive or laser light source of predictable energy. Typically, an oscilloscope

is used to digitize the output for offline analysis. The gain of a sensor is defined as the relative

output signal for a given input, often in terms of pulse amplitude for a given input charge. 90Sr

and 55Fe are popular choices for characterization, including in the work presented in the thesis.

The energy spectrum of 55Fe has a dominant k-α peak at 5.9 keV. The decay spectrum of 90Sr

includes a 550 keV β decay and 2.3 MeV β decay from the resulting 90Y. Measurements are

made by triggering on a sensor, usually a scintillator coupled to a photomultiplier tube, placed

behind the device under test (DUT). The majority of the lower energy electrons do not trigger

the scintillators. Hence, the main decay measured has a endpoint energy of 2.3 MeV and a

spectrum of particles with ionization sufficiently similar to that of a MIP that allows for fitting

of a Landau function to the amplitude or integrated charge spectrum.

Ideally, a sensor is characterized with multiple sources with known spectral peaks and has

a gain which is linear over a reasonable range of energies, for example in an X-ray tube with

multiple targets and energy spectra. In addition to the gain, characteristics such as the rise

time, noise pedestal, and noise RMS can also be measured by signal analysis with radioactive

sources.

For irradiated devices, it is important that a reasonably similar amount of charge is collected

after NIEL irradiation. The CCE of a sensor is defined as the ratio of the collected charge after

irradiation to the collected charge before irradiation:

ε =
Qirradiated

Qunirradiated

(3.29)

Thus, the CCE quantifies the decrease in signal after irradiation, and must be not too far below

1 for devices to be considered radiation tolerant.
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Figure 3.23: A threshold scan of a pixel in MALTA. The vertical line is at the mean from the
error function fit.

Threshold measurements

The threshold is the amount of signal that must be input into the front-end of a sensor to

cause the discriminator in the front-end electronics to fire. Typically, an electrical pulse of a

set voltage value is injected N times into the front-end circuitry of a sensor via a calibration

capacitor and the hits in the sensor are counted. The voltage value is varied from well below

the threshold, where there should be no hits, to well above the threshold, where N hits should

be counted. The number of hits is plotted and fit with an error function (integral of a Gaussian

with mean µ and width σ) as in Fig. 3.23 of a threshold scan of a single pixel in MALTA. The

threshold is the µ term of the fit (at the vertical line in the figure), and the noise is the σ term.

Ideally, the threshold of each pixel is “tuned” to be as close as possible to a single value so the

sensor has a uniform response, which can be gauged in noise and source scans.

Noise and source scans

A noise scan is a measurement in which the sensor is operated for a set time without a particle

beam or source to characterize the noise on the sensor. If many noisy pixels register hits at

a high rate, this can be problematic (particularly for MALTA with its readout architecture

and masking scheme). To mitigate this, the noisiest pixels may be masked during operation.

With a reasonable mask, the sensor can be exposed to a uniform beam of particles (such as one

generated by an X-ray tube larger than the sensor) in a source scan to measure the uniformity
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of the sensor’s response. This can be used to check for dead pixels, failed bump-bonds, the

effectiveness of masking, and other issues. In an ideal case, the number of hits across the pixel

(or strip) matrix is uniform.

Test beams

Test beams are used to measure the detection efficiency of sensors. The efficiency is defined as

ε =
Ndetected

Ntotal

(3.30)

where Ndetected is the number of tracks detected on a DUT and Ntotal is the number of incident

ionizing particles that have passed through the sensor. Efficiency measurements test the core

function of particle detection: if a sensor is not efficient for MIP detection at >∼ 97 %, it is

not useful. Measurements are made with high-energy incident charged particles (for example

180 GeV pions) which will ionize and pass through silicon with negligible change in direction

and energy. Thus for a set of multiple sensors aligned and synchronized in a “beam telescope,”

a roughly straight track of hits will be formed and can be reconstructed in analysis. A DUT

is placed between planes of this telescope, and for every reconstructed track, the readout of

the DUT is checked for a corresponding hit with the same spatial and temporal location as

predicted by the track. The total number of tracks in the telescope is Ntotal and the number of

corresponding measurements on the DUT is Ndetected. Using a high energy beam and pixel sen-

sors (including MAPS) with excellent position and time resolution, tracks can be reconstructed

with micron-level precision allowing for probing of sub-pixel structures.
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Radiation Damage Studies on Strip

Detectors

During the 2024-26 the Phase II HL-LHC upgrade, the ATLAS Inner Detector will be replaced

with the ITk. This includes the installation of four layers of strip sensors and five layers

of pixel sensors. In order to characterize the radiation hardness of prototype strip sensors,

an irradiation and testing campaign was carried out by a collaboration of research facilities.

A number of prototype strip sensors were manufactured by Hamamatsu Photonics (HPK)

in 2017. These ATLAS17 sensor wafers included miniature versions of the full-size device

which were irradiated at the MC40 cyclotron at the University of Birmingham and at other

facilities and then distributed throughout the collaboration for measurement. At the University

of Birmingham, the CCE was measured using the ALiBaVa data acquisition system and a

90Sr beta particle source, and IV curves and interstrip resistances were measured in follow-up

measurements [52].

4.1 Sensors

The ATLAS17 miniature strip structures are AC-coupled n-on-p float zone1 strip detectors with

a 75.5 µm strip pitch and a thickness of 300 µm [53]. The standard (STD) sensors used for

1Float zone silicon is produced in a specific process for low impurity concentrations and high resistivity. [53]
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characterization are miniature 1×1 cm2 versions of the main proposed sensors, which will have

an area of 10 × 10 cm2. The other sensors irradiated were miniature versions of the long strip

(LS), short strip (SS) sensors, 8× 8 mm2 diodes, and two sets of test structures for monitoring

of specific device parameters: the “A1” structures and 4×4 mm2 diodes. The quantities of each

type at a given target fluence are tabulated in Table 4.1. In total 89 sensors were irradiated.

The target fluences were selected based on the radiation requirements shown in Table 4.2, which

include a safety factor of 1.5.

Target Fluence [neq/cm2 ]
Sensor type 1×1014 5×1014 1×1015 2×1015

STD Mini 7 8 8 8
8x8 Diode 4 4 4 4
Long Strip 2 2 2 2
Short Strip 1 1 1 1
4x4 Test 4 4 3 3
A1 Test 4 4 4 4

Table 4.1: Table of quantities of ATLAS17 sensors of specific types and target fluences.

Sensor type Fluence [neq/cm2 ] TID [MRad]

Long Strips 3.8×1014 9.8

Short Strips 7.2×1014 32.5

Endcap 1.2×1015 50.4

Table 4.2: Radiation tolerance requirements for ITk strip sensors. A safety factor of 1.5 is

included.

As previously mentioned, the irradiation and measurement campaign at the University of

Birmingham was only a subset of a larger campaign to measure the ATLAS17 Minis. Only a

portion of the sensors irradiated at the MC40 cyclotron were kept for testing at Birmingham:

a total of 10 STD Mini sensors, one annealed and unannealed at each fluence, including two

unirradiated samples. The majority were sent for testing at UCSC, Cambridge, and University

of Freiburg. Samples were also irradiated with 70 MeV protons at CYRIC at the Tohoku

University, 24 GeV protons at the PS-Irrad facility at CERN, and neutrons at the Ljubljana

TRIGA reactor [54–56]. Charge collection characterization was performed at UCSC, University
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of Tsukuba, and IFIC in addition to Birmingham, and comparison of measurements was key

to interpreting the results.

4.2 Irradiations

The MC40 cyclotron provides a collimated, 1 × 1 cm2 beam of 28 MeV protons to irradiate

sensors with an adjustable beam current in order to prevent heating sensors during the irra-

diation. An aluminum plate of thickness 300 µm was placed in front of the sample within the

box to absorb a portion of the low energy particles that have historically been present in the

beam, resulting in an energy of 23 MeV at the sample as determined from GEANT4 simulations

(also due to the kapton windows of the box, air, nickel foil). A photograph of the facility is in

Fig. 4.1. A hardness factor of 2.2 (the displacement damage relative to 1 MeV neutrons) was

estimated for the beam and confirmed by current measurements in diodes in [57].

Figure 4.1: Photo of the box, beam pipe, and faraday cup at the MC40 cyclotron at the
University of Birmingham.

Sensors were placed into small frames in between layers of Kapton tape and hung in a box

which we could move with millimeter precision via motorized stages. Gafchromatic film (a film

which will change color with radiation exposure) was attached to the front of the frames to check

and accurately position the box and sensors relative to the beam. Nickel foil was attached in

front of or behind a subset of the sensors for dosimetry. For the smaller sensors, that is the STD

Minis, 8×8 cm2 diodes, and the test structures, the 1 × 1 cm2 beam was large enough to cover

the entire sample and a 100 nA beam was used (referred to as a “point-to-point” irradiation).

For the LL and SS structures, which were larger than the beam size, the beam was scanned by
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gradually moving the box during the irradiation and we were able to use a 400 nA beam current

since there was less risk of the beam heating the larger, moving sample. In order to prevent

the sensors from heating and annealing during the irradiation, the box was temperature and

humidity (to prevent condensation) controlled with a liquid nitrogen micro-dosing system, a

nitrogen gas line to maintain low humidity, and a fan to improve circulation within the box.

The temperature and humidity were monitored prior to and during the irradiation. The two

humidity probes were placed at different locations in the box. One temperature probe measured

the air near the center of the box and the other was taped to the metal frame used to mount

the sensors. The temperature was kept near -27 ◦C and the humidity below 10 %RH during

the irradiation.

4.2.1 Dosimetry

Dosimetry for the samples was computed from measurements of nickel foils placed in front

of the silicon samples and a Faraday cup behind them. For samples with a nickel foil, the

dosimetry was completed by measuring the energy spectrum of the irradiated foil using an

Ortec High Purity Germanium Radiation Detector and the time of irradiation and dosimetry

measurements [58]. For the displacement damage, the fluence was calculated by first inferring

the number of 57Ni atoms based on the decay rate from the spectrometer counts including

corrections for the efficiency and acceptance of the detector as well as the time elapsed during

and after the irradiation. From the number of 57Ni atoms produced, the number of protons

in the beam was calculated using the interaction cross section and the total number of nickel

atoms. Finally, the 1 MeV neutron-equivalent fluence was calculated using the hardness factor

and foil area. In all, the fluence is calculated as:

φ =
Ncounts

tdos

1

εαfe−λtelap
tr

1− e−tr
1

σNNi

D

A
(4.1)

where Ncounts and tdos are the number of counts and duration of the dosimetry, respectively,

λ the 57Ni decay constant, ε the efficiency, α the acceptance, f the fraction of 57Ni atoms that
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will decay at the specified peak, telap the time elapsed since the irradiation, tr the duration of

the irradiation, σ the proton cross section for Ni to 57Ni, NNi the surface number density of

the nickel atoms, D the hardness factor, and A the area of the foil in the beam.

To estimate the total ionizing dose, the total energy deposited is calculated as the product

of the proton fluence and the stopping power, dE/dx

E = Fproton ∗
dE

dx
= Fneq/D ∗

dE

dx
(4.2)

for 23 MeV protons, dE
dx

= 1.825∗107eV cm2/gr. For example, for a fluence of 1×1015 neq/cm2,

the total ionizing dose is then

E =
1× 1015 neq/cm2

2.2neq

×1.825×107eV cm2/gr = 8.3×1021eV/g = 1330 J/g = 133 MRad (4.3)

where electron volts are converted to Joules with 1 eV = 1.6 ∗ 10−19 J. The dose of 133 Mrad

at 1× 1015 neq/cm2 is significantly higher than the TID of 50.4 MRad expected for the endcap

strip modules. The higher TID was not expected to effect the bulk silicon and collected charge,

but gave reason to expect surface effects that could lead to a change in other factors such as

the coupling between strips.

In the case where a nickel foil was not present in front of each sample, the counts in the

Faraday cup behind a sample were used to approximate the fluence based on the mean ratio of

Faraday counts to fluence as calculated from the nickel foils used that day.

The results of the dosimetry are presented in Fig. 4.2, where the estimated fluence is plotted

as a function of the target fluence for every sample. For most samples, the measured 1 MeV

equivalent fluence is within 20 % of the target fluence, which is marked with the line in the

figure. Discrepancies are likely due to variance in the beam current during the run, slight

misalignment of the samples, and/or inhomogeneity of the beam.
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Figure 4.2: Plot of measured versus target fluences for ATLAS17 sensors.

4.3 Charge Collection Studies

The ALiBaVa readout system, a schematic of which is shown in Fig. 4.3, was used to measure

the collected charge efficiency of the ATLAS17 STD Mini sensors [59]. The ALiBaVa readout

system consisted of a motherboard and daughterboard on which a sensor was mounted as

well as two Beetle chips for readout of up to 128 channels [60]. Two scintillators attached to

photomultipler tube (PMT)s were placed beneath the daughterboard and sensor to trigger the

ALiBaVa readout (though during the work of this thesis, the scintillators were not used in

coincidence). The motherboard received signals from the daughterboard and scintillators and

interfaced via USB connection with a PC to run the data acquisition software.

The daughterboard was placed in an aluminum box inside a consumer freezer in order to cool

the sensor to approximately -30 ◦C. The temperature and humidity were monitored to ensure

that the sensor did not reach the dew point and to later calibrate the Beetle chip’s gain to the

measured temperature. A small fan was placed under the daughterboard to dissipate heat from

the backside mounted heat sink and nitrogen gas was fed into the aluminum box.

A 90Sr radioactive source was used to inject the 2.3 MeV endpoint β particles to serve as

MIP-like particles and allow for fitting of a Landau function to the collected charge spectrum



61 Chapter 4. Radiation Damage Studies on Strip Detectors

Figure 4.3: Schematic of the ALiBaVa setup used at the University of Birmingham.

and thereby measurement of the CCE.

4.3.1 Temperature and ADC Calibration

In order to account for the temperature dependence of the gain of the Beetle chip, the CCE of

an unirradiated sensor was measured at two temperatures, approximately −25 ◦C and +25 ◦C.

A linear relationship was assumed based on previous measurements at multiple temperatures

in [52]. From the measurements at −25 ◦C and +25 ◦C, the temperature dependence was

approximated to be

NADC = 101− .383 ∗ T (4.4)

with temperature T in ◦C and NADC the number of analog to digital converter (ADC) counts

of the readout charge value. The number of ADC counts is found after a pedestal subtraction.

Assuming a depletion thickness of 300 µm and that approximately 75 e/h pairs are collected

per micron in the Landau peak, 22500e/h pairs are collected in total at -25 ◦C, the charge

calibration is 202 e per ADC count.
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4.3.2 Results

The CCE of annealed ATLAS17 STD Miniature strip sensors was measured for different values

of applied bias ranging from 100 to 1000 V. Events from 100,000 triggers were collected, though

only a fraction of these events were selected based on several criteria. The time of arrival of the

signal was selected to be within a 10 ns window as this was the approximate range in which the

full signal was collected by the Beetle chip. Noise was calculated by the ALiBaVa software from

pedestal runs without a source present, and the signal-to-noise was required to be greater than

3.5 in the strip with the largest signal, or “seed.” Clusters are groups of signals from multiple

adjacent strips, with the requirement that for channels other than the seed the signal-to-noise

be greater than 1.5. For clusters, the signal charge is calculated by summing the charge from

all the strips in a cluster. For events that satisfied these criteria, a Landau function was fitted

to the distributions of collected charge, as in Fig. 4.4.

Figure 4.4: Plot of a Landau fit to the distribution of collected charge (in ADC) of a sample
irradiated to a target fluence of 5 ×1014 neq/cm2 biased at 600 V and at −25 ◦C.

Previous measurements of the Landau peak in ATLAS12 sensors at a bias voltage of 500 V

are shown in Fig 4.5 as a function of fluence [11]. For these sensors, the CCE is comparable

before irradiation and at 1 × 1014 neq/cm2. There was a measurable signal above 1 × 1015

neq/cm2, and in some cases to 1× 1016 neq/cm2. The ATLAS17 sensors were expected to have
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similar if not better radiation tolerance.

Figure 4.5: The collected charge as a function of fluence measured in ATLAS12 STD Mini strip
sensors with MIPs and bias voltage of 500 V from [11].

The CCE results with ATLAS 17 sensors irradiated at various facilities (including at the

MC40 Cyclotron in a later campaign) are shown in Fig. 4.6 from [61]. The samples with

φ = 2 × 1015 neq/cm2 have comparable CCE to ATLAS12s with φ = 2 × 1015 neq/cm2 in

Fig. 4.5 and this confirmed that the radiation tolerance was sufficient in the ATLAS17 STD

Mini strips sensors, as was expected based on previous measurements of ATLAS12 sensors.

In Fig. 4.7 is a plot of the most probable value of the Landau fits after temperature correc-

tion versus the bias voltage for various sensors irradiated and measured at Birmingham. The

unirradiated sensor was measured warm and cold to determine the temperature correction, and

this correction results in a consistent CCE for the two temperatures as can be seen in the plot.

For the unirradiated sensor, the full depletion is near 300 V since at this point the collected

charge saturates. For the irradiated sensors, all of which are annealed in Fig. 4.7, the depletion

voltage has increased, as expected, though perhaps not for the φ = 1 × 1014 neq/cm2 sensor,

which depletes around the same point, though with less collected charge. Due to the smaller

collected charge, Landau distributions could not be reliably fit for five of the most irradiated

sensors: both sensors irradiated to 1× 1015 neq/cm2 and 2 ×1015 neq/cm2, and the unannealed
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Figure 4.6: Collected charge versus bias voltage of ATLAS17 STD Minis tested at UCSC,
University of Tsukuba, and IFIC. Sensors were irradiated at Cyric, Ljubliana, and Birmingham.
The sensors irradiated at Birmingham are from a second campaign as a follow-up to the first,
which had CCE results inconsistent with other irradiation facilities [61].

sensor irradiated to 5 ×1014 neq/cm2. For the annealed 5 ×1014 neq/cm2 sensor for voltages

below 600 V, the fit to the signal distribution was also insufficient, and so the plotted results

begin at 600 V.

In comparison to measurements at other facilities in Fig. 4.6, at the same fluences, the CCE

values measured in Birmingham and shown in Fig. 4.7 are smaller. In Fig. 4.7, an ATLAS12

sensor irradiated to 3×1014 neq/cm2 had the same collected charge as the 1×1014 neq/cm2 AT-

LAS17 sensor, though a higher depletion voltage. Since the ATLAS12 sensors were previously

measured to be sufficiently radiation hard, and these newer results were not inconsistent, some-

thing was either not reproducible with the irradiations, temperature history either during and

after irradiations, or the measurements. That ATLAS17 Minis irradiated and tested at other

facilities were measured to have sufficient CCE after irradiation (in Fig. 4.6) suggested that the

discrepancy with the Birmingham results in Fig. 4.7 was due to differences in the irradiation.

One concern was components of the MC40 cyclotron beam unaccounted for in dosimetry calcu-
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lations. To better understand the underlying cause of the discrepancy, several more ATLAS12

sensors were irradiated to be compared to previous results with ATLAS12 Minis irradiated at

Birmingham, edge transient current measurements were made with a laser to better understand

the radiation damage, and different irradiation methods were tried [61]. The irradiation was

made with scanning a 400 nA proton beam instead of a stationary (point-to-point) 100 nA

beam for samples irradiated to 1.6 × 1015 neq/cm2 at Birmingham and are shown in Fig. 4.6

to be consistent. The scanning should decrease the effects of heating and annealing that can

occur in a stationary irradiation [62]. While these recent results are consistent with others

at different irradiation facilities, there is more work being done to understand and refine the

MC40 irradiations as unexplained lower CCE effects still occur intermittently.
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Figure 4.7: The collected charge as a function of bias voltage measured in ATLAS17 STD Mini
strip sensors with 90Sr. Irradiated sensors have been annealed.

4.3.2.1 Cluster Widths

The cluster width is defined as the number of strips included in a hit, and this was measured for

the same sensors for which the CCE was measured, as well as an ATLAS12 unirradiated sensor

for comparison. As shown in Fig. 4.8, the cluster sizes were consistent between the ATLAS12

and ATLAS17 sensors prior to irradiation, and in the ATLAS17 the clusters became wider with
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increased fluence. This increase in cluster width suggested that the interstrip resistance, that is

the resistance between strips which characterizes their isolation, had decreased due to surface

damage from the higher total ionising dose for a corresponding fluence when using protons at

Birmingham. To investigate this, interstrip resistance measurements were made at Cambridge

as described in Sec. 4.5.
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Figure 4.8: Plot of the cluster widths for ATLAS17 STD Minis biased to 900 V.

4.4 Current-voltage measurements

IV measurements were made of the same sensors used for charge collection. With the sensor

wire bonded to the AliBaVa board, the voltage on the Keithley power supply used to bias

the sensor was manually adjusted and the leakage current was recorded as measured by the

supply. The resulting IV curves are plotted in Fig. 4.9. The current increases with fluence as

expected, however, at the same fluence (color in the plot), the annealed sensors (filled symbols)

have a higher current than unannealed sensors (empty symbols). Excluded from this plot are

the values for the current at bias below 450 V for the unirradiated ATLAS17 since these were

fluctuating due to their small size relative to the random error in the setup. Also excluded is

the measurement of the unannealed 2 × 1015 neq/cm2 sensor, for which the current reached a
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compliance of 100 µA at 30 V of bias.
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Figure 4.9: Plot of IV curves for ATLAS17 sensors.

4.5 Interstrip Resistance Measurements

Based on the increased cluster width measured in irradiated sensors, and high TID of the

irradiation, it was suspected that there may be insufficient interstrip resistance, that is, less

than the 1.5 MΩ of the bias resistors, due to surface damage. To investigate this, the interstrip

resistance was measured at the University of Cambridge.

4.5.1 Methodology

Sensors were mounted on small boards and three adjacent strips were biased to measure the

interstrip resistance. The outer two strips were connected to a power supply with bias Vs and

the middle strip to ground. The supply voltage Vs was varied and a voltmeter was used to
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measure the voltage on the middle strip. A circuit diagram of the setup is show in Fig. 4.10,

where Rb is a 1.5 MΩ bias resistor.

Figure 4.10: Circuit diagram for the interstrip resistance measurement. R b is the bias resis-
tance, R i the interstrip resistance, V s the source voltage, and V the voltmeter.

For this circuit, we find that

V =
VsRb

Rb + Ri

2

(4.5)

then

dV

dVs
=

Rb

Rb + Ri

2

Ri = 2Rb

(
1

dV/dVs
− 1

)
(4.6)

and we can solve for the interstrip resistance as

Ri = 2Rb

(
1

dV/dVs
− 1

)
(4.7)

with Vs the low voltage output, Ri the interstrip resistance, and Rb the bias resistor resistance.

In order to measure Ri, the lower voltage power supply output, Vs, was increased from -5 V

and +5 V in 0.5 V steps and the voltage over the middle strip, V , was measured. A linear

fit of V versus Vs was then used to determine dV/dVs and thereby Ri. To deplete the sensor

bulk, negative high voltage was sourced from the backside. Measurements were made at bias

voltages of 200, 400, 600, and 800 V.

4.5.2 Results

In Fig. 4.11, the measured interstrip resistances are plotted versus the bias voltage for the 10

STD Mini sensors measured. With the exception of one unannealed φ = 2×1015 neq/cm2 sensor,

the interstrip resistances are well above the bias resistor resistance of 1.5 MΩ. Furthermore,
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Figure 4.11: Plot of measured interstrip resistance values for the ATLAS STD Minis.

in comparison to results previous studies with ATLAS12 Minis shown in Fig. 4.12, which were

measured to have sufficient radiation tolerance, the results for the annealed sensors were not

anomalous [11] and showed the ATLAS17 sensors were radiation tolerant in terms of interstrip

resistance and that a lack of strip isolation due to surface damage did not explain the low CCE

or the anomalously high cluster sizes. measured in the ATLAS17 sensors.

4.6 Conclusions

Measurements of ATLAS17 STD Miniature strip sensors irradiated at Birmingham yielded

results that were somewhat anomalous: IV measurements showed an increase in current after

annealing and CCE measurements suggested that the radiation tolerance may not be sufficient

and that cluster widths were increasing with irradiation. Comparison to measurements of

sensors irradiated and tested at other facilities demonstrated that sensors were in fact radiation

tolerant to 2 × 1015 neq/cm2 and spurred further investigation into the MC40 beamline. The

discrepancy of the Birmingham results was thought to be perhaps due to surface damage

decreasing the isolation between strips, but measurements confirmed the interstrip resistance
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Figure 4.12: The interstrip resistance measured in ATLAS12 strip sensors irradiated at CYRIC
in [11].

was sufficient to φ = 2 × 1015 neq/cm2 and consistent with previous results with ATLAS12

sensors. Further studies ( [57,62]) remeasured the hardness factor and yielded results consistent

with other facilities with scanning irradiations at Birmingham which should help mitigate the

effects of sample heating. There seem to be two sources of discrepancy in the Birmingham

irradiation: unaccounted for beam components and heating of the samples related to point-to-

point irradiations, which can seemingly be mitigated with scanning irradiations. While these

latest results with scanning irradiations are encouraging, there is further work to understand

and refine the irradiation procedure to be more reproducible and allow for greater contributions

towards being part of a routine quality assurance procedure for radiation hardness studies.



Chapter 5

The MALTA CMOS sensor

In this chapter, the design and characterization results of the first version of the Monolithic

ALICE To ATLAS (MALTA) pixel sensor, a CMOS depleted monolithic active pixel sensor

originally intended for inclusion in the pixel outer barrel of the ITk, are presented [47]. This

first version of the sensor was demonstrated to have radiation tolerance to 5 × 1014 neq/cm2,

but not to the requirement for the outer layer of the ITk, 1× 1015 neq/cm2. As such, MALTA

was not selected from a group of competing pixel technologies to construct the pixel ITk, and

more recent prototypes, MiniMALTA and MALTA Cz, were developed to improve the radiation

tolerance for potential installation in the ITk beyond Run 4. The design and characterization of

MiniMALTA and MALTA Cz are discussed in Chapters 6 and 7, respectively. These new devices

have improved radiation tolerance and have motivated and informed the design and production

of further iterations of the sensor, MALTA 2 and the planned production of MALTA 3.

5.1 MALTA chip design

The MALTA sensor is a DMAPS produced in the TowerJazz 180 nm modified process as

described in Section 3.3.2.3 and shown in Fig. 5.1(b) with a 25 or 30 µm epitaxial layer for

charge collection and an additional low-dose n− layer in the sensor as a modification from

the standard process used for ALPIDE and shown in Fig. 5.1(a) [42]. MALTA is one of two

devices produced in this technology, the other being the MonoPix sensor [48]. In the context of
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Figure 5.1: Schematic of the TowerJazz 180 nm CMOS imaging sensor processes.

ATLAS, they are both “small collection electrode” sensors. The key difference between them

is the asynchronous readout architecture in MALTA, which is described in Sec. 5.1.2.

The MALTA chip has a 512 × 512 matrix of 36.4 × 36.4 µm2 pixels, meaning it covers

1.87 × 1.87 cm2 of the diced chip total area of 2 × 2.2 cm2. As a small collection electrode

DMAPS, a pixel of MALTA has a small collection electrode for low capacitance (near 5 fF)

and therefore low power consumption and noise. Each pixel contains an analog front-end with

a pre-amplifier and discriminator which is tuned by setting digital to analog converters (DACs)

at the bottom of the pixel matrix. The digital and analog circuitry in a pixel are separated to

reduce crosstalk between the two as shown in Fig. 5.3. There are also 8 monitoring pixels, 4

with the diode reset and 4 with the PMOS reset, for measurement of the analog output prior

to discrimination. The asynchronous readout architecture does not require clock distribution

to the matrix, reducing the power consumption of the device.

The pixel matrix is divided symmetrically into eight columns or “sectors” each 32 pixels in

width with variations in the reset mechanism and size of the collection electrode and deep p-well

implant, as shown in Fig. 5.2. The sectors on the left half of the device have a diode reset, and

those on the right side have the PMOS reset. Test beam measurements focused on Sectors 2

and 3 of MALTA, which feature the diode reset, the slightly larger 3 µm collection electrode

(for faster charge collection) and the slightly smaller 3.5 µm spacing between the electrode and

deep p-well housing the electronics.
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Figure 5.2: Mapping of the eight 32 × 512-
pixel sectors of MALTA with variations in col-
lection electrode and p-well implant geometry.

Figure 5.3: Design of the MALTA pixel.

On the periphery of the chip, below the matrix, is digital circuitry for readout and what is

referred to as the Slow Control for chip configuration. For data transmission there is a 40-bit

parallel psuedo-Low Voltage Differential Signal (LVDS) (called LAPA (pseudo-LVDS for the

ATLAS Pixel Apparatus) [63,64]) output capable of operation at 5 Gb/s. On the periphery on

the sides are 1.8 V CMOS standard input/output pads for communication between chips.

The Slow Control block of MALTA consists of a pool of registers which configure the operation

of MALTA and a finite state machine to set and read the registers in the pool. These registers

set the digital to analog converter (DAC)s of MALTA. Unfortunately, in the original version

of MALTA, the slow control could not be used to change the register pools from their default

configuration, and the DACs were controlled with external power supplies when operating the

original MALTA sensors.

5.1.1 Analog front-end

A block diagram of the analog front-end is shown in Fig. 5.4 and in Fig. 5.7 is the circuit

diagram, which will be discussed in more detail below. The analog front-end in each pixel

contains a voltage reset circuit, an amplifier, and discriminator. There is also a calibration
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Figure 5.4: Block diagram of the analog front-end.

capacitor which can be sent a voltage pulse to inject a known charge and measure the response

of the front-end. The front-end design is based on the ALPIDE front-end, but has been modified

to decrease the shaping time from about 2 µs to less than 25 ns for implementation in ATLAS.

After amplification, the discriminator converts analog signals which are above an adjustable

threshold into digitized pulses that are sent to the digital readout.

There are two reset mechanisms in MALTA, a diode reset and a PMOS-based reset, however,

only the diode reset (in Sectors 0, 1, 2, and 3) is discussed since the sensor had extremely high

noise when the PMOS sector was turned on.

A schematic of the diode reset is shown in Fig. 5.5. The reset diode resets the voltage of

the collection electrode, IN in the figure, after charge collection. The reset diode is forward

biased by the VRESET D DAC, which is near 1.3 V, and the leakage current of the sensor

diode. The collection electrode bias is the VRESET D voltage minus the voltage drop across

the reset diode, which is around 500 mV. When the current in the sensor diode increases due to

energy deposition from particle in the sensor, electrons flow to the collection electrode and the

voltage drop across the reset diode increases. This results in more current flowing across the

reset diode until the voltage of the collection electrode is increased to its original value. This

process can take hundreds of microseconds and is slow compared to the charge collection which
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Figure 5.5: Schematic of the diode reset.

takes tens of nanoseconds. The reset is continuous, as opposed to periodic, meaning that the

reset circuit is always active.

The front-end amplifier is based on the amplifier used in the ALPIDE sensor [42]. The

operating principle of the amplifier is illustrated in Fig. 5.6. The PMOS transistor M1 acts

as a source follower biased by the current DAC IBIAS, and has its gate connected to the

collection electrode, labeled PIX IN. AVDD is the analog bias, usually 1.8 V. The gain is based

on transferring the charge from the collection electrode QIN = CINVIN to a large capacitor CS

and then to a small capacitor COUT A and the output can be estimated as:

∆VOUT A =
QS

COUT A

=
CS

COUT A

∆VIN =
CS

COUTA

QIN

CIN
(5.1)

where CIN is the total input capacitance of the detector including the stray capacitance of the

preamplifier. With the small collection electrode, the capacitance should not vary much even

if the depletion depth does, and so the gain should remain relative constant for a wide range

of voltage drops between the substrate and collection electrode.

The other feature of the MALTA front-end is circuitry for calibration measurements with
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Figure 5.6: Schematic illustrating the operating principle of the amplifier.

injected pulses such as those required for threshold scans. The amount of injected charge in a

calibration pulse QCAL can be calculated from the appropriate DACs as

QCAL = CIN∆VIN = CIN
CC

CIN + CC
∆VDAC ≈ CC(VHIGH − VLOW ) (5.2)

where VHIGH and VLOW are voltage DACs, VDAC = VHIGH − VLOW is the voltage value set

by the DACs, and CC is the capacitance of the calibration capacitor, 230 aF. For the last

approximation, CC is assumed to be much smaller than the sensor capacitance CIN that is on

the order of fF.

A schematic of the actual front-end is shown in Fig. 5.7. AVDD is the analog voltage,

typically 1.8 V, and AVSS is the common ground. The signal from the pixel is input onto the

gate of the M1 transistor and M0 acts as a current source with current IBIAS. M2 is a cascode

transistor included to increase bandwidth, the bias VCASP was generally not adjusted. M5 and

M6 define the baseline voltage of OUT A and provide feedback to return the signal to baseline,

thereby reducing dead time. M7, M8, and M9 form a discriminator where the threshold is set
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Figure 5.7: Schematic of the MALTA front-end [65].

Figure 5.8: Schematic of the column drain readout in MonoPix, reproduced from [66].

by the DACs for the threshold and pedestal called “IDB” and “VCASN,” respectively.

5.1.2 Digital readout

As discussed previously in Sec. 3.3.2.3, the MAPS MALTA and MonoPix were developed as

tracking sensors for the ATLAS ITk based on the TowerJazz Investigator and ALPIDE de-

signs, but have different readout architectures: synchronous for MonoPix and asynchronous for

MALTA. In a simpler architecture, such as a rolling shutter readout in the original MIMOSA,
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every single pixel is readout in sequence in a set order. For larger matrices and higher readout

speeds this architecture is not suitable. A significant improvement can be made by reading out

the columns in parallel. An additional strategy is to include a discriminator in the circuitry for

each pixel so that only pixels with a hit above threshold will transfer a signal, thus achieving

“zero suppression.” Then, logic is used to read out the pixels such that signals from nearby

pixels and close in time do not overlap, but instead have synchronization relative to each other.

In an asynchronous readout, there is no order in which hits should be read, instead signals

propagate directly to the bus lines as they arrive. Therefore an asynchronous readout architec-

ture such as that of MALTA must be carefully designed relative to the application to ensure

there are unlikely to be overlapping hits in time which lead to degraded performance.

The Monopix device features a synchronous “column drain” readout architecture, a schematic

of which readout is shown in Fig. 5.8. In this readout, a token logic is used to only read pixels

which contain a hit, making it a form of zero-suppressed readout. Hits from the analog front-

end are used to generate short (∼ns) leading edge (LE) and trailing edge (TE) pulses which are

time stamped by a 40 MHz clock to match the frequency of LHC bunch crossings. These time

stamps are stored in in-pixel 8-bit RAM until a ReadInt signal is received, and allow for Time

over Threshold (ToT) measurements, in which the time that an analog signal spends above

a given voltage threshold is measured as a proxy of the pulse amplitude. The TE is used to

generate a hit flag in the first latch, which disables the detection of new hits and sends a Busy

signal down the column. The controller sends a “Freeze” signal through the column, preventing

new hits from propagating past the first latch while still allowing new hits to be stored in the

latch until the pixel is finished reading. The controller also sends a Read signal which generates

the ReadInt signal through an AND gate with the hit flag as the other input. The ReadInt

signal connects the RAM and ROM containing the timestamps and pixel address to a data bus

to be readout. The ReadInt also resets the first and second latches, and the third is enabled

once the Read signal ends. At this point, the pixel is ready to record a new hit.

In contrast, the MALTA chip has a novel asynchronous digital readout architecture, described

in [64, 65, 67] and elsewhere. Unlike in the column drain readout architecture, a clock is not
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propagated to the matrix for in-pixel time-stamping and ToT, significantly reducing the power

consumption of the digital portion of the device, which goes as the square of the clock frequency.

For the outer layer on the ITk, this results in a reduction of the digital power consumption by

a factor of 20 [68]. For the inner layers, the reduction is not as drastic since on average a larger

fraction of MALTA’s matrix will be active due to the higher hit rates. While MALTA has a

binary readout that does not provide a ToT measurement, in principle some charge information

can be recovered from the cluster size and time walk information [65].

For the asynchronous readout, the 512×512 pixel matrix is organized in 256 “double columns”

which are each two pixels wide. Within a double column there are alternating red and blue

groups of 2 (column)×8 (row) pixels as shown in Fig. 5.9, and together the 256 double columns

create a sort of checkerboard pattern of red and blue groups. The advantage of this architecture

is that pixels hits from from adjacent groups are different colors and will not share a bus,

therefore decreasing the likelihood of collisions on each bus and increasing the rate capabilities

of the readout. Each color is coupled to its own 22-bit pixel bus, with 16 bits for the pixel hits

and five for the group address (since there are 32 red groups and 32 blue groups in each double

column), and one reference bit which indicates the presence of a hit. When the discriminator

of a single pixel is fired, it activates signals for the reference, group number, and pixel within

the 2 × 8 group. The signal corresponding to “1” is an electrical pulse with an adjustable

width of 0.5, 1, or 2 ns. The delay in the transmission lines to the bus is matched so that the

individual pulses on each of the 22 bus lines arrives at the periphery simultaneously. If the

discriminators from multiple pixels in the same group fire within approximately 1 ns of each

other, both corresponding signals will be included in the same word and the corresponding bits

of the 16-bit address will be set to 1. If they are sufficiently separated in time, the second

hit will be propagated after a short delay to be included in a separate word. Importantly, in

this way, all hits that reach threshold will be read; they are not lost. The word is propagated

through a buffer and reaches the periphery of the pixel matrix within 25 ns. To readout pixel

hits from the same incident particle in the same word requires that the energy deposited in

each pixel is comparable, otherwise, due to the time walk of the sensor, the crossing time could
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Figure 5.9: Schematic of the red and blue groups in the asynchronous readout architecture of
the MALTA, reproduced from [69].

be sufficiently different and the hits not associated.

The buffer is designed to precisely maintain the duration and relative time of arrival of

pulses. It is composed of a series of NAND gates as shown in Fig. 5.10. For each red group,

one terminal of the NAND gate is connected to the output of the group, and the other to

signals from higher in the column. This NAND gate is followed by an inverter made from a

second NAND gate with one input set to 1, and the output of this is sent to the NAND gate

connected to the next red group. Successive NAND gates are used instead of single OR gates to

ensure the that the pulse duration is kept constant. By inverting the signal, the rising/falling

edge of the input pulse becomes the falling/rising edge of the output. This protects against

possible differences in the delay of the rising and falling edge that could cause pulses to become

elongated or disappear entirely after many successive buffers through the same same type of

gate with the same polarity. The structure of a NAND gate followed by an inverter necessitates

that the pixel groups’ output signals are active low.

In the case of multiple words in different groups of the same color and double-column, they
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Figure 5.10: Schematic of NAND buffer, reproduced from [65]

will usually be propagated as two words in series. However, if a signal enters the buffer while

one is already present, there will be an OR of the two signals, resulting in a single corrupted

word instead of two correct words. This is mitigated by the alternating red and blue groups.

For L4 of the ITk the hit occupancy is low enough that such corruption should be rare.

After traveling through the buffer and reaching the periphery hits undergo merging via a

nine-layer binary tree structure before being read out. In the first level of merging, hits from

the red and blue buses in the same double column are merged onto one bus and a bit is added

to identify the hit as coming from a red or blue group. A delay bit is added to indicate if a word

has arrived simultaneously with another and has been delayed via arbitration logic similar to

the one used in the pixel. A 2-bit counter running at 40 MHz is used to add a bunch crossing

identification (BCID). In the second step, the delay counter is expanded to three bits in order

to accommodate for a word being delayed up to seven times in the entire merging process. A

shortcoming of this delay structure is that a pulse may be delayed up to nine times in the nine

levels of merging, though simulations show that is rare to have more than seven delays in L4

of the ITk. For environments with significantly higher occupancies, there would need to be

further design considerations to achieve faster output, such as RAM for each double column

that would read out to a FIFO and then to serializer at 10 Gbps. At each level of merging after

the first, a bit is added to indicate if the signal comes from the left or right double column(s),

resulting in an 8-bit double column address after 9 levels of merging.

An additional tenth layer merges words from multiple chips which may be connected and
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four bits are added to indicate which chip hits come from, allowing for up to 16 chips to be

connected in theory. In total, this results in 40-bit words, which are encoded as in Table 5.1:

one reference bit, 16 bits for the pixel address, five bits for the group address, one bit for the

group color, three bits for the delay counter, eight bits for the double column, two bits for the

BCID, and four bits for the chip identification.

Bits Contents
0 Reference
1-16 Pixel address
12-21 Group address
22 Group identification
23-25 DELAY counter
26-33 Double column address
34-35 BCID counter
36-39 Chip identification

Table 5.1: Encoding of the 40-bit words output by MALTA.

As a backup to the merging described above, The MALTA chip also features a simpler

merging architecture that consists of a binary tree of OR gates. Instead of incrementing a

delay counter, hits which arrive simultaneously are merged with OR logic, resulting in a single

corrupted word instead of two separate correct words. For the test results presented in this thesis

the more complicated merger could not be used and instead the simpler backup merger was

used. For applications with low hit rates including these results this OR merging is sufficient,

though there is evidence of the OR merger in test beam and other measurements. Future

versions of the device with an operational merger can be expected to have improved results.

The 40-bit words are transmitted off chip in parallel using either the low-voltage differential

signal (LVDS) or 1.8 V CMOS standard. The LVDS drivers are designed to operate up to 5

Gb/s and the the CMOS standard allows for transmission of data between multiple chips. The

CMOS input/output pads are on the sides of the chip, allowing for chaining of chips in the

horizontal direction with LVDS readout for up to 16 chained chips.
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Figure 5.11: Bonded MALTA samples.

5.1.3 The MALTA readout system

For data acquisition and characterization, MALTA chips are mounted on carrier boards which

allow independent powering of the substrate, p-well, analog front-end, DACs, digital pulsing,

and LVDS drivers. Photographs of the board with a chip mounted are shown in Fig. 5.11(a) and

5.11(b). The board is coupled via an FPGA Mezzanine Card (FMC) connector to a VIRTEX

VC707 FPGA evaluation board as shown in Fig. 5.11(c) to readout data with custom firmware.

The backside of the chip (and thereby the substrate) is electrically coupled to the board using

conductive glue. Pads along the sides and bottom of the chip for powering the analog, digital,

and LVDS drivers are connected to the board with wire bonds. There is a 1×1 cm2 hole in the

board to allow for particles to pass through with minimal multiple scattering and attenuation,

which is useful for characterization including precise track reconstruction in test beams. On

the sides of the board are trimmers to override the DACs for configuring the front-end and

connections to monitor selected DACs and the outputs of the 8 monitoring pixels.

5.2 Test beam measurements of irradiated MALTA

The in-pixel efficiencies of the irradiated and unirradiated MALTA devices were measured in a

beam of 180 GeV pions at the Super Proton Synchrotron (SPS) test beam facility at CERN.
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Figure 5.12: In-pixel efficiency measurements of unirradiated MALTA samples with measure-
ments from 2×2 pixel regions combined to improve statistics. The average efficiency is written
above each plot, and the average efficiency of each region contained in a 3×3 grid is written on
the plot.

(a) Threshold of 320 e (b) Threshold of 250 e (c) Threshold of 230 e

Figure 5.13: In-pixel efficiency measurements of MALTA samples irradiated to φ = 1 × 1015

neq/cm2 with measurements from 2×2 pixel regions combined to improve statistics. The average
efficiency is written above each plot, and the average efficiency of each region contained in a
3×3 grid is written on the plot.

Irradiated devices were irradiated with 1 MeV neutrons at the TRIGA reactor in Ljubliana,

Slovenia [54] to fluences up to 1 × 1015 neq/cm2. The Kartel telescope based on MIMOSA

sensors was used to record tracks passing through MALTA and has a resolution of approximately

2 µm [38, 41]. The MALTA DUT was measured in a cold box and kept at -20 °C to prevent

annealing and reduce the leakage current in irradiated devices. Events were reconstructed using

the Proteus software package [70].
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The measured in-pixel efficiencies for Sector 3 of an unirradiated sensor at three threshold

levels are shown in Fig. 5.12. These in-pixel plots were made by combining the measurements

from many sets of 2×2 pixels, and thus are an average of the efficiency in the entire sector. The

binning corresponds to 15× 15 entries per pixel. The substrate and p-well were biased at 15 V

and 6 V, respectively. For the measurements with thresholds at 600 e and 400 e in Fig. 5.12(a)

and 5.12(b), the efficiencies near the corner of the pixel far from the collection electrode are

lower than in the center of the pixel. At a threshold of 250 e, shown in Fig. 5.12(c), the efficiency

in the pixel edges improves.

For the irradiated (but not annealed) sensor with a fluence of 1×1015 neq/cm2, the efficiency

in these regions remains low at the same thresholds, resulting in an overall efficiency below

78 % at -15 V substrate bias as shown in Fig. 5.13. By decreasing the threshold to 230 e,

the efficiency in the pixel periphery improves, but in the pixel center it is surprisingly lower

than at higher thresholds as seen by comparing 5.13(a) and 5.13(b) to 5.13(c). This is due to

the increase in noise at the lower threshold which results in hits being merged together in the

the backup merging scheme in which the readout for simultaneous words is an OR of the two

words. These corrupted words obfuscate good hits and decrease the measured efficiency since

the merged hits are unlikely to pass the fiducial cuts.

At the time that these measurement were made, CMOS sensors were still being considered

for installation in layer 4 of the ITk pixel barrel. However, since the required radiation hardness

was 1× 1015 neq/cm2, hybrid pixel sensors were selected for installation in the ITk due to their

superior radiation hardness, and the MALTA test beam results motivated design changes to

improve the radiation hardness of MALTA and other small collection electrode CMOS sensors.

These changes included modifications to the pixel and front-end design which were implemented

in a miniature prototype known as MiniMALTA, the subject of the next chapter.
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Chapter 6

Characterization of the MiniMALTA

sensor

Following the unexpected results with the first version of MALTA in which the particle detection

efficiency was below 78 % at 1× 1015 neq/cm2, a smaller prototype of the sensor, MiniMALTA,

was made with design changes to improve its radiation hardness. MiniMALTA has a 16 × 64

pixel matrix, instead of the 512×512 pixel matrix and is divided into sectors with modifications

to the pixel substrate and/or front-end, with one sector with the original MALTA design for

comparison to other sectors as well as the results with the first version of MALTA. In test

beam and laboratory measurements summarized in this chapter, the design modifications in

MiniMALTA were demonstrated to result in improved efficiency (as high as 98.8 % at φ =

1× 1015 neq/cm2 and 93.7 % at φ = 2× 1015 neq/cm2) and the desired changes in the front-end

characteristics both before and after irradiation.

6.1 Chip design

In the original design of the MALTA pixel, shown in Fig. 6.1(a), a continuous lower doped n-

type layer is created in the pixel matrix by means of a low dose high energy implant. By either

creating a gap in the n− layer or including an additional deep p-well implant in that region,

as shown in Fig. 6.1(c) and 6.1(b), respectively, the lateral field near the pixel edge could be
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(a) The standard MALTA substrate
with the continuous n− layer.
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(b) The extra deep p-well substrate.
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(c) The n− gap substrate.

Figure 6.1: Schematics of the 3 pixel substrate designs in MiniMALTA [64].

increased. Henceforth, the different pixel designs will be referred to as “n− gap,” “extra deep

p-well,” and “continuous n−.”

In Fig. 6.2 are Technology Computer Assisted Drafting (TCAD) [71] simulations of the

electrostatic potential and corresponding electric field lines in these designs with a bias of 6 V

on both the substrate and p-well from [72]. The p-well region is in the center of these plots,

and the star symbol indicates the potential minimum. There is a clear increase in the lateral

component of the electric field (towards the collection electrode) in the new n− gap and extra

deep p-well designs. This should lead to faster charge collection and improve the amplitude

of the signal due to reduced trapping for particles that pass through and ionize the silicon

beneath the deep p-well, thus improving the detection efficiency in these regions. Simulations

of the generated signal current and integrated charge, shown in Fig. 6.3, demonstrate this sort

of improvement both before and after irradiation to 1 × 1015 neq/cm2. Based on simulation,

the n− gap and extra deep p-well designs were implemented in MiniMALTA. The n− gap is

achieved by a change to a mask, and the additional deep p-well is a process modification.

The analog front-end was also modified, in this case to improve the threshold behavior and

gain. Initial measurements of the front-end circuit on the MALTA sensor revealed significant

random telegraph signal (RTS) (or “popcorn”) noise preventing lower threshold settings [73].

This was attributed to a specific transistor referred to as “M3” in the design schematic shown

Fig. 5.7. The transistor size was made larger to decrease the RTS noise. Further measurements

confirmed the output transconductance of this transistor was higher than expected, and caused

gain degradation for the front-end. In addition it was suspected that for lower threshold settings
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(a) The continuous n− substrate. (b) The extra deep p-well substrate. (c) The n− gap substrate.

Figure 6.2: TCAD simulations of electrostatic potential of the three pixel designs of Mini-
MALTA [72]. The figures are centered on the p-well implant, not the collection electrode, and
the star marks the potential minimum. The substrate is biased to -6 V, and the collection
electrode to 0.8 V.

(a) Unirradiated. (b) φ = 1× 1015 neq/cm2.

Figure 6.3: TCAD simulations of the induced current from a MIP for the three pixel designs
of MiniMALTA before and after irradiation [72].

where the influence of this output conductance is larger, the spread on the gain and hence the

threshold spread would be increased. In the sectors on the left half of the MiniMALTA, the

M3 transistor size is enlarged relative to the original front-end (and the right half of the chip)

for improved noise performance, threshold dispersion, and gain.

The MiniMALTA sensor, a photograph of which is in Fig. 6.4(b), features a 16 × 64 pixel

matrix divided into two columns of four sectors of 8× 16 pixels. Each sector has pixels with a

different sensor and front-end design as shown in Fig. 6.4(a) of the chip as read out. The four

sectors on the left half of the chip have the enlarged transistors on the front-end of the chip,
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(a) Read-out layout of the 8 different sectors and mon-
itoring pixels of MiniMALTA.

(b) Photograph of chip.

(c) Chip schematic.

Figure 6.4: The MiniMALTA chip.

while the right half has the standard transistor. Starting from the top of the chip for reference:

the second and fourth rows (S2, S6, S0, S4) have the standard substrate with the continuous n-

layer, the first row (S3, S7) has the n- gap, and the third row (S1, S5) the extra deep p-well. It

was not possible to operate the PMOS reset sector and the others simultaneously, and for this

reason test results on this sector are not presented in this thesis. The p-well implant is similar

to the asymmetric medium p-well implant used for specific sectors of MALTA.

Importantly, the Slow Control was operable on the MiniMALTA device, allowing for much

more convenient setting of DAC values, which were controlled with external power supplies

when operating the original MALTA. For the measurements presented here, the “slow” readout

mode with the data serialised at 40 Mb/s has been used, since the 1.2 Gb/s readout was found

to require further firmware development to ensure stability.
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6.2 Front-end measurements

Measurements of the threshold, noise, and gain were made to determine the effects of the design

changes to the front-end. The re-designed front-end was expected to have higher gain while

maintaining a similar noise level, and also to decrease the threshold dispersion and the number

of noisy pixels due to RTS noise [73].

Threshold measurements confirmed that the larger transistors significantly decreased the

threshold dispersion and the number of noisy pixels, both before and after irradiation. Fig. 6.5(a)

and 6.5(b) show measured charge threshold distributions and illustrate the lower threshold dis-

persion for the front-end with the larger transistors at all fluences: the σ from a Gaussian fit to

the threshold distribution is between 22 e and 30 e for the modified front-end and 49 e and 50 e

for the unmodified. The mean of the measured ENC is comparable between the modified and

standard front-end, however, there are fewer pixels with high noise in the modified sector. These

improvements were maintained after irradiation, with less threshold dispersion in the modified

front-end than the standard and comparable noise between the modified and standard front-

ends in spite of the lower thresholds in the new front-end. The improved threshold dispersion

and the decrease in noisy pixels are important for setting a consistent threshold across the chip

and operating at lower thresholds without noisy pixels that make the readout busy and lead

to hit corruption and challenging track reconstruction. The detection efficiency of the original

MALTA device was limited by noise after irradiation (apart from the poor lateral depletion),

and this should be improved with the modified front-end with smaller threshold dispersion and

fewer noisy pixels.

For both front-end designs, the threshold and noise measurements also had a dependence

on the level of irradiation. For the same sensor configuration (DAC settings), relative to an

unirriadated sample, there was a decrease in the mean threshold from 292 e to 161 e and an

increase in the ENC from approximately 10 e to 20 e measured in neutron irradiated samples

with fluences up to 2× 1015 neq/cm2. This irradiation dependence was suspected to be related

to changes in capacitance of the irradiated sensor substrate. In Equation 5.1.1, with sensor
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Figure 6.5: Measurements from threshold scans.

capacitance CIN the injected charge for the calibration is modeled as:

QCAL = CIN∆VIN = CIN
CC

CIN + CC
∆VDAC ≈ CC(VHIGH − VLOW ) (6.1)

To increase QCAL for a given setting of VDAC and thus measure a lower threshold, CIN would

have to have increased after irradiation. This is possible with changes in the doping concentra-

tion and impurities that lead to smaller depletion regions and thereby higher capacitance.

In addition to improvements in the threshold performance, the larger NMOS size in the

modified front-end was measured to result in a significantly higher gain. The gain of the front-

end was measured with an 55Fe source which emits has k-α and k-β X-rays with energies of

5.9 and 6.5 keV, respectively, with the k-α X-rays expected to form the dominant spectral
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peak. The measured amplitude spectra for the two front-end designs before irradiation are

shown in Fig. 6.6. The k-α peaks of the standard and modified front-ends are at 304.5 mV and

523.9 mV and correspond to gains of 186 µV/e and 320 µV/e, respectively, showing that there

is nearly double the gain with the enlarged transistor [73]. Considering threshold measurements

show similar pixel noise between the two front-ends, the higher gain of the modified front-end

should lead to better detection efficiency at the same threshold. In the irradiated samples

the gain is slightly higher than in the unirradiated devices, as was measured in the TowerJazz

Investigator [44]. That the Investigators contained only the sensor component and did not have

their own front-end electronics, suggests this increase in gain may not be related to the front-

end but instead to changes in only the sensor such as the capacitance. As shown in Eqn. 5.1.1,

the gain can be modeled as

g =
CS

COUTA

QIN

CIN
(6.2)

and a decreased sensor capacitance CIN after irradiation would imply an increased gain, as is

measured. However, this contradicts the threshold measurements, which suggested an increase

in sensor capacitance. Also, the changes to the gain after irradiation are much less drastic in

the gain than in the threshold measurements. It seems there must be other factors at play

than just CIN . One possibility is that the change after irradiation may also be related to the

between 1 and 2 MRad of TID, which was measured to have similar effects on the gain and

threshold in MiniMALTA in [74].

In spite of these unexpected radiation dependencies of the gain and threshold, laboratory

measurements of MiniMALTA showed that the modified front-end had increased gain, lower

thresholds with less dispersion, and better noise characteristics than the standard front-end. In

order to demonstrate that these design changes improved the efficiency and charge collection

in the pixel edges and corners (and overall) after irradiation, MiniMALTA was measured in

test beams with 3 to 5 GeV e− at DESY and the Electron Stretcher system at the Physics

Institute of the Rheinische Friedrich-Wilhelms-Universität Bonn (ELSA). To probe the pixel

response with better spatial resolution than feasible with a relatively low energy electron beam,

MiniMALTA was also measured with a focused X-ray beam at Diamond (Sec. 6.4).
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Figure 6.6: 55Fe measurements of MiniMALTA.

6.3 Efficiency Measurements in e− test beams

Following the encouraging front-end measurements with MiniMALTA, the sensor was measured

in test beams with 3 to 5 GeV electrons at DESY and ELSA.

6.3.1 Development of the MALTA telescope

For measurement at test beams, a telescope composed of MALTA sensors was developed [73].

Beginning from November 2018 through 2020, (the bulk of the author’s time as a PhD student,

and almost all his time on-site at CERN), CERN beamlines were unavailable due to the second

Long Shutdown (LS2) of the LHC for upgrades of the machine and parts of the experiments.

During this time other test beam facilities had to be used. For efficiency measurements, the

most practical beams were of 3 to 5 GeV electrons, which have significantly more multiple

scattering than the 180 GeV pions used to measure the original MALTA at SPS. To determine

if this would impact the telescope design and track reconstruction, simulation studies were

undertaken.

Simulation of the MALTA telescope was done in AllPix2, a software framework that uses
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GEANT4 for simulation of the interaction of particles with matter and in particular beam

telescopes [75, 76]. The simulation studies were used to determine if the MALTA telescope

geometry used at SPS would yield comparable results in a beam of 3 GeV electrons. In AllPix2

a set of configuration files are used to describe sensors and their electronic characteristics for

simulation in GEANT4, including the electric field in the pixel substrate (though a simple linear

model of the electric field was used for this work). There are also configurations for support

structures and their relative geometry to sensors, the incident radiation, and global parameters

such as the number of events to simulate. The simulation output includes the sensor response

for each event along with truth information that can be used for event reconstruction, as was

done with Proteus reconstruction software for these studies [70]. The reconstruction consists of

a clusterization followed by iterative track alignment and reconstruction procedures that rely

on correlations between sensors and minimzing track fitting parameters.

The geometry of the original MALTA telescope design is shown in Fig. 6.7(a) and consists of

two “arms” of 3 MALTA sensors each and a DUT in the center in a cold box. A rendering of the

AllPix2 simulation with this geometry is shown in 6.7(b). By placing planes closer together,

particles that scatter from the incident trajectories have less distance to deviate from that

incident trajectory before reaching the next plane and tracks can be reconstructed with less

uncertainty. The distance between planes was limited by several practical considerations such

as the size of the cold box, the height of components on the MALTA carrier board, and the

geometry of support structures. Hence, in simulations, the minimum distance between planes

was set to be 2 cm and some of the simulated geometries were not necessarily achievable, but

still served to provide insight for the telescope design.

For reconstruction of 180 GeV pions at SPS, a simple linear fit between the cluster intercepts

was used since this was sufficient with the minimal scattering and also all that was available in

the software at the time. However, test beams with electron beams motivated the addition of

General Broken Lines (GBL), a Kalman filter approach to minimizing track uncertainties with

significant multiple scattering, to Proteus, and this is included in these simulation studies [77].

In Fig. 6.8 are the distributions of track residuals in the x-direction (parallel to the columns
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(a) Geometry of the MALTA telescope. (b) Simulation of a 3 GeV electron passing
through the MALTA telescope .

(c) Photograph of the MALTA telescope at the ELSA test beam.
The DUT is inside the coldbox, which can hold two MALTA sen-
sors.

Figure 6.7: The MALTA telescope in simulation and data acquisition.

of MALTA). The track residual is the distance between the cluster center on the DUT and the

intercept of the reconstructed track and the DUT. The 11 µm σ of the Guassian fit with the

original geometry and 180 GeV pions shown in Fig. 6.8(a) matches the measured results at SPS.

However, as shown in Fig. 6.8(b) with 3 GeV electrons, the same geometry results in a residual

with a σ of 87 µm, more than twice the pixel pitch of MALTA. Such a large residual would

limit the ability to measure efficiencies, and more so the precision in reconstructing efficiency

maps, especially the in-pixel maps. Hence, other geometries were simulated for use in electron

test beams.

The results of the simulations with 3 GeV electrons for various geometries and with 180 GeV

pions with the original MALTA telescope geometry are shown in Table 6.1. The σ of the residual

was determined as the σ of Gaussian fits to the track residuals in the x and y-directions. The

results with 3 GeV electrons show a strong dependence on the distance between arms and the

distance between planes, but do not show that there is a significant difference between using
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Figure 6.8: Residuals in AllPix2 simulations of the MALTA telescope.

four or six planes. Hence, the MALTA telescope was redesigned to minimize these distances

as much as practically possible. One significant constraint was the coldbox used for the DUT.

The coldbox is relatively large (∼20 cm thick), as shown in Fig. 6.7(c) of the telescope at

ELSA, and much of the space inside is taken up by insulation and the cold jig itself, so it was

not practical to construct a telescope with two sensors close to the DUT prior to test beams.

However, in test beams, where only one tracking sensor was in the coldbox (in addition to the

DUT), this was found to have little impact. For the ELSA test beam, the final geometry used

for tracking reconstruction consisted of four tracking planes: two in front of the DUT and two

behind (though six planes and a single DUT were used for acquisition). The residuals for one
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run of the data acquisition are shown in Fig. 6.8(c) and have σ = 13.5 µm, which is comparable

to the simulated value of 10 to 20 µm and the simulation results with two tracking planes near

the DUT.

Particle Number of
planes

Distance between
planes, d [cm]

Distance to DUT,
D [cm]

Residual σ [µm]

180 GeV π 6 12 25 10.68
3 GeV e− 6 12 25 87.27
3 GeV e− 6 5 5 18.45
3 GeV e− 6 5 2 16.43
3 GeV e− 6 2 20 28.61
3 GeV e− 6 2 5 14.18
3 GeV e− 4 5 5 12.01
3 GeV e− 4 5 2 10.59
3 GeV e− 4 2 20 21.8
3 GeV e− 4 2 5 9.56

Table 6.1: Summary of the AllPix2 simulation results for the MALTA telescope. The parameters
D and d are for the distances shown in the diagram in 6.7(a).

The MALTA telescope is triggered on coincidences between three MALTA planes, and the

asynchronous readout of a MALTA plane can send hits at any time. When they arrive from a

specific region of interest (ROI) (in the center of the chip), the signal is passed from the FPGA

to the trigger logic unit (TLU), in this case a set of Nuclear Instrumentation Module (NIM)

modules in a crate. The FPGA pipelines the hits to a buffer with first in, first out (FIFO)

logic, where they are stored until the FIFO is saturated. When a trigger signal arrives at the

FPGA from the TLU, all hits in a 500 ns window of time are sent to the another FIFO for

output which is read out through IPbus [78] from the data acquisition software. Originally, and

for the results in this chapter, the trigger logic was done with NIM electronics but since then

a custom TLU has been developed which is far more practical [79].

6.3.2 Efficiency results

Using the MALTA telescope, efficiencies were measured with MiniMALTA in 3 to 5 GeV electron

beams. Fig. 6.9 shows a map of the efficiency of a neutron irradiated (φ = 1 × 1015 neq/cm2)

MiniMALTA sample as measured at ELSA in which each bin corresponds to a single pixel. The
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pixels on the edges of sectors have been excluded due to edge effects between the different sectors

and multiple scattering which would naturally result in lower efficiency measurements in the

pixels on the edge of the sensor and convolute the results between the neighboring sectors. The

mean efficiency of 78.8% in the sector with the unmodified sensor and front-end is comparable

to the results from the SPS with the original MALTA device, as expected. The blank sectors

feature a PMOS reset instead of a diode reset, and could not be operated simultaneously with

the other sectors. The efficiencies in the sectors on the left half of the chip with the enlarged

transistor are greater than those on the right half, and the rows with the extra deep p-well and

n− gap pixels have better efficiencies than those with the standard MALTA substrate in the

bottom row. Furthermore, the efficiency of irradiated samples is above 98% in the sectors with

both the substrate and front-end modifications.

Fig. 6.10(a) shows the efficiencies as a function of the threshold of two sensors, W2R1 and

W4R2, both after a fluence of 1 × 1015 neq/cm2. For points at the same threshold, the effi-

ciency improves with either one of the front-end or pixel modifications, and the best efficiencies

are achieved when both are implemented. The efficiency of the two sensors is comparable

independent of the sensor thickness, which is 25 µm for W4R2 and 30 µm for W2R1.

The efficiency results for the two samples, W5R3 and W1R3, with a fluence of 2 × 1015

neq/cm2 are plotted in Fig. 6.10(b) as a function of the threshold. The efficiency is > 90 %

for these most efficient sectors at low thresholds. The thinner, 25 µm sensor, W5R3, has lower

threshold and better efficiency, however, with the same threshold settings as the 30 µm sensor,

W1R3, has slightly better efficiencies in the modified sectors. As with the sensors irradiated

to 1 × 1015 neq/cm2, a significant dependence on the thickness of the epitaxial layer is not

apparent.

Fig. 6.11 shows the reconstructed in-pixel efficiency maps for the various sectors of Mini-

MALTA. Each pixel is divided into a grid of 5 × 5 bins. The efficiency in the pixel centers

is better than in the periphery as in the results with MALTA at SPS. However, the resolu-

tion of these results is not comparable to that achieved at SPS, as may be expected based on

the AllPix2 simulations. To probe the pixel response with greater precision, MiniMALTA was



6.3. Efficiency Measurements in e− test beams 100

Figure 6.9: Efficiency measurements in the different sectors of MiniMALTA sample W2R1 with
φ = 1× 1015 neq/cm2 [73]. Each bin corresponds to a single pixel.
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Figure 6.10: Efficiency measurements of MiniMALTA as a function of threshold [73].
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measured with a focused photon beam at Diamond Light Source as summarized in the next

section.

The efficiency results for MiniMALTA are summarized in Table 6.2. Overall, the new mod-

ifications to the pixel design and front-end yield improved efficiencies following irradiation.

The modified front-end allows for operation at lower thresholds, and furthermore at the same

thresholds the modified substrates and front-end result on better efficiencies. Both modifica-

tions result in an improvement on their own, but the best efficiencies are achieved in sectors

with both types of modification.

Sample Epitaxial
thickness
[µm ]

Fluence
[neq/cm2]

Process modifica-
tion

Modified FE
efficiency [%]
/threshold [e]

Standard
FE efficiency
[%]/threshold [e]

W2R11 30 None n− gap 99.6± 0.1 / 200 99.1± 0.1 / 380

extra deep p-well 99.6± 0.1 / 200 98.9± 0.1 / 380

n− continuous 99.6± 0.1 / 200 97.9± 0.1 / 380

W2R1 30 1× 1015 n− gap 97.6± 0.1 / 105 86.5± 0.1 / 210

extra deep p-well 97.9± 0.1 / 105 87.0± 0.1 / 210

n− continuous 91.9± 0.1 / 105 78.8± 0.2 / 210

W4R2 25 1× 1015 n− gap 98.8± 0.1 / 120 90.7± 0.1 / 275

extra deep p-well 99.2± 0.1 / 120 92.5± 0.1 / 275

n− continuous 95.8± 0.1 / 120 79.4± 0.1 / 275

W5R3 25 2× 1015 n− gap 92.5± 0.1 / 120 73.1± 0.3 / 230

extra deep p-well 93.7± 0.1 / 120 76.4± 0.3 / 230

n− continuous 86.5± 0.1 / 120 70.9± 0.3 / 230

Table 6.2: Table of average efficiencies and thresholds measured in MiniMALTA. The uncer-
tainties are statistical and assume a binary distribution.

6.4 Photon Test Beams

MiniMALTA samples were measured at the Diamond Light source with precision focused X-

rays. The experimental setup at the Diamond B16 beam line included a focused X-ray beam and

a set of motion stages with which the detector response was measured with µm-level precision.
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(a) Modified front-end, n− gap.
Average efficiency: 97.6± 0.1%;
threshold: 105 e.
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(b) Standard front-end, n− gap.
Average efficiency: 86.5± 0.1%;
threshold: 210 e
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(c) Modified front-end, extra deep
p-well. Average efficiency: 97.9±
0.1%; threshold: 105 e
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(d) Standard front-end, extra deep
p-well. Average efficiency: 87.9±
0.1%; threshold: 210 e
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(e) Modified front-end, n− contin-
uous blanket. Average efficiency:
91.9± 0.1%; threshold: 105 e
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(f) Standard front-end, n− contin-
uous blanket. Average efficiency:
78.8± 0.2%; threshold: 210 e

Figure 6.11: In-pixel efficiency measurements of sample W2R1 irradiated to 1 × 1015 neq/cm2

with measurements from 2× 2 pixel regions combined to improve statistics.
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Unlike MIPs such as high-energy pions or electrons, a photon does not deposit charge along

the entire length of a track passing through the sensor, but instead deposits energy via the

photoelectric effect in a relatively localized position in the depleted region. Without tracks, it

is not possible to measure efficiencies and no beam telescope was necessary. Instead, such an

experiment is useful as it allows for the measurement of the relative response of different regions

of the pixel to photons with high spatial precision. Of particular interest is the response in the

edges of the pixels relative to the center since in 2018 test beams at SPS of the original MALTA

sensor, the efficiency was lower in the pixel edges relative to the center region. Furthermore,

it was expected that sensors with the extra deep p-well and n− gap process modifications

would have better relative photon pixel response in the periphery based on simulation and the

efficiency results in electron test beams. The unmodified continuous n− sector was expected and

did show a lower pixel response in these regions, matching the in-pixel efficiency measurements

of MALTA.

In addition to unirradiated sensors and a neutron-irradiated sensor with φ = 1×1015 neq/cm2,

proton-irradiated devices were tested at Diamond with fluences up to 5×1015 neq/cm2 and TID

of 70 MRad. Sensors were irradiated at the MC40 cyclotron at the University of Birmingham

with special modifications for operating MiniMALTA inside the cold box remotely and shield-

ing the readout electronics. The irradiations were made in scanning mode due to the large

area of MALTA (2 × 2.2cm2) compared to the beam size of 1 × 1 cm2. Having the chip oper-

ational during irradiation allowed for biasing of the substrate and electronics to mitigate TID

damage and also allowed for monitoring of the sensor and periodic testing throughout the ir-

radiation. While proton irradiated MALTA devices of any version have not been studied in

test beams, the results with devices at Diamond may be a good indicator of the performance

of proton-irradiated devices relative to unirradiated and neutron-irradiated devices, and at a

bare minimum demonstrate that MiniMALTA can be operated after a TID of 70 MRad, nearly

the 80 MRad requirement for the ATLAS ITk (as has also been demonstrated in [74] with

photon-irradiated samples and with a sample irradiated to 91 MRad in [65]).

Mini-MALTA sensors were tested with an 8 keV X-ray beam with a full width half maximum
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(a) Beam focuser and motion stages for the coldbox and MiniMALTA. (b) The coldbox, specifically de-
signed for MiniMALTA.

Figure 6.12: Experimental setup at the Diamond test beam.

of 2 µm. As shown in Fig. 6.12 of the test beam setup, a MiniMALTA sensor was mounted

in a cold box on a two-dimensional 400 nm precision motion stage. The sensor was precisely

moved perpendicular to the beam and measured at each point to map the sensor response.

Scans were made over a 100× 100 µm2 area with 2 µm steps to ensure that at least one entire

pixel is contained in each scan. The cold box was cooled with a cooling chuck attached to a 10

◦C water chiller and a peltier. Nitrogen gas was fed into the cold box, and temperature and

humidity were monitored and kept stable. The temperature for testing was -15 to -10 ◦C.

The beam energy was selected based on an estimate of how much energy a MIP would deposit

in the depletion region of Mini-MALTA. The stopping power for a MIP in silicon is [23]:

〈dE
dx

〉
= 3.88

MeV

cm
. (6.3)

The epitaxial substrate in MiniMALTA is produced to be either 25 or 30 µm thick, depending

on the wafer, though the effective depletion depth is likely a few µm less. For an approximate

thicknesses of 20 to 25 µm, a MIP will deposit a mean energy of 7.8 to 9.0 keV in the sensor.

Hence 8 keV was selected for the beam energy.

Three sectors were studied on each chip: the continuous n− sector with the standard front-

end, and the n− gap and p-well sectors with the enlarged transistors. The two modified sectors

were selected since they performed best in the ELSA and DESY test beams and the standard

sector as to have an experimental control.
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6.4.1 Analysis Methods

Hit maps were reconstructed by merging data from the motion stage and MiniMALTA readout.

For each position on the stage, a trigger was sent to MiniMALTA and it then collected data

for 1 s. The times of the MiniMALTA data packets and stage positions were synchronized in

order to reconstruct hit maps of the photon pixel response, though there were some cases of

desynchronization between the motion stage data and MiniMALTA readout. As a result, there

were more stage positions than data packets recorded in each run. Presumably, this is due to a

trigger from the stages which is somehow “missed” by the FPGA for MiniMALTA. The result

of this is “holes” in the reconstructed hit maps where there is no data. In the results presented,

the values at these points are interpolated.

Normalized hit maps were reconstructed from each scan to compare the relative response of

MiniMALTA to the 8 keV photons, and are called “photon pixel response” maps. Each map

was constructed with only hits from a set of 5× 5 adjacent pixels that were in the beam line to

ensure that the maps were not corrupted by hits from a noisy pixel far from the beam spot. To

account for variations in the intensity of the beam, the number of hits at each stage position

was scaled by the beam monitor measurement during the test beam. If the number of hits in

a pixel was below 7% of the maximum number of hits in any pixel at the stage position, these

were considered noise and excluded from the hit map.

For the estimation of the mean photon pixel response for a given pixel, the pixel was nor-

malized relative to itself, not the entire hit map. As shown in Fig. 6.13(a), to define the

center position of each pixel used for the normalization, as well as the edges of each pixel, the

unnormalized hit map was projected along the x and y axes and fit with a function of the form

p0 ∗
[
Erf
(
(x− p1)/p2

)
+ Erf

(
(p3 − x)/p4

)]
+ p5 (6.4)

where Erf is the error function and pn are the fit parameters. That is, the sum of error

function, an error function reflected about y-axis, and a constant to account for background
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(a) Projection of the pixel hit map , fit with Eqn.
6.4.1. The green lines mark the point at which the
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Figure 6.13: Illustration of methods to determine the pixel boundaries.

noise. The 5% limits of the charge sharing, xmin and xmax, are defined as the points at which

the normalized intensity fell to 5% of the maximum value. The extent is defined as the average

distance beyond the pixel edges these limits are, and is calculated as

xextent =
xmax − xmin − 36.4 µm

2
(6.5)

for the 36.4 µm pixel pitch in MALTA sensors.

Fig. 6.13(b) shows a photon pixel response map for a single pixel. The pixel region is defined

by a 36.4× 36.4 µm2 square (the larger white rectangle in the figure), with the center defined

by the mean of the 5% charge sharing limits. The number of hits is normalized to the mean

number of hits in a 10× 10 µm2 square in the center of the pixel, shown as the smaller white

rectangle in the figure. The average of the response values (with the maximum contribution

from a single point set to 1) is called the mean photon pixel response and is a single quantity

between 0 and 1 to evaluate the performance of a pixel, analogous to the mean efficiency. Only

pixels which were fully contained within the scan and had reasonable fits for the pixel edges

were considered in calculations.

The appropriate algorithm in Proteus was used for clustering and to create maps of the
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average cluster size. The clustering algorithm takes a set of pixel coordinates and creates

clusters from adjacent pixels iteratively. Diagonal pixels are not considered to be adjacent,

and repeated coordinates are ignored as opposed to counted as a separate cluster. A MALTA

word (containing up to 16 hits in an 8-row double column) was considered to be potentially

clustered with another word if the time difference between the two was less than four bunch

crossings, equivalent to 100 ns. This long duration is due to the time stamping occurring after

the output FIFO, which is following synchronization at 40 MHz, and the time information

(BCID) contained in the hits being merged at the periphery of the chip, which allows for time

walk and propagation time in the pixel matrix. Hence, the time when a hit is actually created

in MiniMALTA cannot be resolved better than a few 25 ns clock cycles. There is a cut on the

pixel coordinates so that only hits from a set of 5×5 pixels near the beam were used in creating

the hit maps. The pixel coordinates of the cluster were simply set to be the coordinates of the

first pixel present in the cluster. Since the ordering of the hits is arbitrary, this does not bias

the clustering results.

6.4.2 Results

Mean photon pixel response

The photon pixel response maps from MiniMALTA are shown in Fig. 6.14. The 2×2 set of larger

white rectangles outlines the limits used for the in-pixel calculations, and the smaller rectangle

outlines the area to which one of the pixels is normalized. The entire map is normalized to the

mean of the pixel centers, of which there are between one and four as can be seen. In Table 6.3

are the mean photon pixel responses for each of the sectors in each of the sensors, corresponding

to the plots in Fig. 6.14. The error values are calculated as the standard deviation of the mean

of the response values in the 10 × 10 µm2 square in the center of the pixel. The mean values

in the table follow the same trend as the efficiency results in Section 6.3, with the values of

the sectors with the modified front-end and extra deep p-well and n− gap being comparable to

the sectors with the standard front-end and continuous n− before irradiation, and decreasing
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(a) W2R11 continuous n−, stan-
dard front-end, unirradiated
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(b) W2R11 extra deep p-well, mod-
ified front-end, unirradiated.
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(c) W2R11 n− gap, modified front-
end, unirradiated.
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(d) W2R1 continuous n−, standard
front-end, 1× 1015 neq/cm2.
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(e) W2R1 extra deep p-well, modi-
fied front-end, 1× 1015 neq/cm2.
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(f) W2R1 n− gap, modified front-
end, 1× 1015 neq/cm2.
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(g) W5R9 continuous n−, standard
front-end, 6 ×1014 neq/cm2, 70
MRad
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(h) W5R9 extra deep p-well, modi-
fied front-end, 6 ×1014 neq/cm2, 70
MRad.
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(i) W5R9 n− gap, modified front-
end, 6 ×1014 neq/cm2, 70 MRad.
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(j) W4R9 continuous n−, standard
front-end, 7×1013 neq/cm2, 9 MRad
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(k) W4R9 extra deep p-well, modi-
fied front-end, 7 × 1013 neq/cm2, 9
MRad neq/cm2.
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(l) W4R9 n− gap, modified front-
end, 7 × 1013 neq/cm2, 9 MRad
neq/cm2.

Figure 6.14: Relative photon pixel response maps for the different MiniMALTA samples. Each
row of maps has the results for the three pixel designs for a sensor and level of irradiation.
Starting from the left, the pixel designs are: the continuous n− substrate with the standard
front-end, the extra deep p-well with the modified front-end, and the n− gap with the modified
front-end.
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(a) W2R11 continuous n−, stan-
dard front-end, unirradiated
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(b) W2R11 extra deep p-well, mod-
ified front-end, unirradiated.
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(c) W2R11 n− gap, modified front-
end, unirradiated.
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(d) W2R1 continuous n−, standard
front-end, 1× 1015 neq/cm2.
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(e) W2R1 extra deep p-well, modi-
fied front-end, 1× 1015 neq/cm2.
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(f) W2R1 n− gap, modified front-
end, 1× 1015 neq/cm2.
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(g) W5R9 continuous n−, standard
front-end, 6 ×1014 neq/cm2, 70
MRad.
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(h) W5R9 extra deep p-well, modi-
fied front-end, 6 ×1014 neq/cm2, 70
MRad .
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(i) W5R9 n− gap, modified front-
end, 6 ×1014 neq/cm2, 70 MRad.
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(j) W4R9 continuous n−, standard
front-end, 7×1013 neq/cm2, 9 MRad
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(k) W4R9 extra deep p-well, modi-
fied front-end, 7 × 1013 neq/cm2, 9
MRad neq/cm2.
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(l) W4R9 n− gap, 7×1013 neq/cm2,
9 MRad neq/cm2.

Figure 6.15: Average cluster size maps for the different samples and sectors. For each sample
and row, the results are shown for three pixel designs, starting from the left: the continuous n−

substrate with the standard front-end and the extra deep p-well and n− gap with the modified
front-end.
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significantly at φ = 1 × 1015 neq/cm2 for the n− continuous layer design but only moderately

for the n− gap and extra deep p-well designs with the modified front-end. In particular, the

region near the edges of the pixels with the continuous n− layer has lower relative photon pixel

response than the redesigned sectors, which decreases with irradiation, whereas this region in

the n− gap and p-well sectors remain relatively unchanged. In these new pixel designs, the

mean number of hits near the edges is actually above 1, meaning that on average there is more

than one hit, and in the corners of pixels in the unirradiated, nearly three hits on average.

However, at 1 × 1015 neq/cm2, the photon pixel response falls below 1 in the corners even in

the new pixel designs, as we might expect from the in-pixel efficiency maps in Fig. 6.11 which

show a similar degradation after irradiation. Notably, in Fig. 6.14(d) the shape of the region of

increased response in the pixel center matches the shape of the hole in the p-well implantation

well as shown in Fig. 6.16(c) where a schematic of the p-well implant has a been superimposed

over the same response map.

Cluster size

In Fig. 6.15 are maps of the average cluster size. These closely match the photon pixel response

maps in Fig. 6.14 with the exception that the minimum average cluster size must be 1. After

irradiation, the extra deep p-well and n−gap designs still have a large cluster size in the periph-

ery, though not in the pixel corners. For the continuous n− sector, the cluster size is close to 1

even in the periphery after irradiation, even to a relatively moderate level of 7× 1013 neq/cm2

and 9 MRad. Again, the asymmetry of the p-well implant is apparent in these maps, especially

those of the n− gap sector.

Charge Sharing Extent

Charge sharing extent results from all samples are tabulated in Table 6.4. These measurements

show a clear trend: pixels in the continuous n− gap sector became less responsive with irradia-

tion, but the responses in the sectors with the extra deep p-well and n− gap with the modified

front-end do not show significant degradation. The larger charge sharing extent in the modified



111 Chapter 6. Characterization of the MiniMALTA sensor

sectors may indicate a stronger lateral field and be beneficial to the detection efficiency and in

track reconstruction.

Sample Fluence
(neq/cm2)

TID
(Mrad)

Std.
MALTA &
FE

Extra deep
p-well &
Modified
FE

n- gap &
Modified
FE

W2R11 0 0 86.9± 0.7 88.7± 0.6 89.7± 0.6

W2R9 5.0×1014 66 80.5± 0.9 87.6± 1.3 87.4± 1.4

W4R9 7× 1013 9 79.0± 0.8 88.1± 0.6 87.9± 0.8

W5R9 5.6×1014 74 78.3± 0.7 88.0± 0.6 87.9± 0.6

W2R1 1× 1015 1 73.6± 1.4 88.7± 0.8 89.2± 1.2

Table 6.3: Table of mean photon pixel responses.

Sample Fluence
(neq/cm2)

TID
(Mrad)

Std.
MALTA &
FE

Extra deep
p-well &
Modified
FE

n- gap
[µm ] &
Modified
FE [µm ]

W2R11 0 0 5.03± 0.03 6.08± 0.03 6.29± 0.03

W4R9 7× 1013 9 4.32± 0.04 5.20.1 ±
0.03

5.11± 0.04

W2R9 5.0×1014 66 4.36± 0.04 6.13± 0.06 5.64± 0.07

W5R9 5.6×1014 74 3.77 ±0.03 5.11± 0.03 5.00± 0.03

W2R1 1× 1015 1 2.82± 0.06 6.89± 0.06 7.14± 0.06

Table 6.4: Table of the mean charge sharing extent.

Voltage dependence

The 1 × 1015 neq/cm2 neutron-irradiated sample W2R1 was tested at two different substrate

biases, -6 V and -20 V. In Table 6.5 are the mean photon pixel response values for the different

sectors and in Fig. 6.16 are the photon pixel response maps at the two biases voltages for the

n− continuous sector. An increase in the substrate voltage increases the field in the depleted

region of the sensor, and so decreases collection times and possibly increases signal amplitude

and thereby the number of hits above threshold and photon pixel response. However, the

results in all three sectors suggest an increase in voltage leads to a decrease in the mean relative
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(a) Substrate bias of -6 V.
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(b) Substrate bias of -20 V.
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(c) Substrate bias of -6 V, with an
outline of the p-well implant super-
imposed. The areas of low response
correspond with areas where the p-
well is present.

Figure 6.16: Photon pixel response maps of the continuous n− sector of W2R1 1×1015 neq/cm2

with the substrate biased at -20 V and -6 V.

response in all three sectors. Though the pixel response in the periphery is greater at -20 V, the

relative response elsewhere is slightly lower leading to an overall lower mean value. Efficiency

measurements with MALTA Cz in Chapter 7 show a similar decrease with bias voltage in the

epitaxial samples, as do the simulations in [72]. The sharp increase in leakage current with the

substrate bias in measurements in 7.2.1 may also be a factor in the degraded performance of

MiniMALTA and MALTA as a function of bias voltage. In studies with full-size sensors in the

Chapter 7, the maximum efficiency was measured at between -9 and -12 V, depending on the

sensor and fluence.

Bias
Volt-
age

Fluence
(neq/cm2)

TID
(Mrad)

Std.
MALTA &
FE

Extra deep
p-well &
Modified
FE

n- gap &
Modified
FE

-6 1× 1015 1 73.6± 1.4 88.7± 0.8 89.2± 1.2

-20 1× 1015 1 70.5± 1.2 86.3± 1.3 87.2± 1.2

Table 6.5: Average photon pixel response at different bias voltages.

Summary of measurements at Diamond

From the measurements of MiniMALTA with 8 keV photons at Diamond there were several

key findings:

The photon pixel response of the n− continuous sector in the pixel periphery decreases relative
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to the response in the center with irradiation, as evidenced by the photon pixel response and

cluster size maps of the unirradiated and irradiated samples. The mean response of the entire

pixel showed only a modest decrease with irradiation in the n− gap and extra deep p-well

sectors, unlike the n− sector which had a sharp decrease.

The charge sharing extent was measured to increase with fluence in the n− gap and extra

deep p-well sectors, and decreases in the n− sector.

The results with the 1×1015 neq/cm2 sample, W2R1, suggest that the photon pixel response

decreases as the bias voltage is increased. In studies with MALTA Cz, it was of interest to

study the dependence of the sensor’s performance as a function of bias voltage and similar

trends were observed.

In all, Diamond Light source provided a powerful tool for high-precision probing of the photon

pixel response, and the measurements are a strong complement to the results with lower energy

electron beams which have limited spatial precision in track reconstruction.

6.5 Conclusions

From the laboratory measurements and test beams with electron and photons, the MiniMALTA

device was extensively characterized up to fluences of 2×1015 neq/cm2. For the sectors with both

the redesigned substrate and front-end, the efficiency was measured to be above the ATLAS

requirement of 97 % at 1×1015 neq/cm2, and above 90 % at 2×1015 neq/cm2, while the results

for the unmodified sector matched those with the previous version of the device, discussed in

Section 5.2.

The apparent cause of this improved radiation tolerance is an increase in the gain of the modi-

fied front-end, as measured with an 55Fe X-ray source, an improvement in threshold performance

due to the decreased transconductance of the enlarged M3 transistor, and the improved lateral

field at pixel boundaries in the n− gap and extra deep p-well designs.

The measurements at Diamond confirmed the pixel structure and correlate well with the

efficiency results. The response in the pixel periphery in the n− gap and extra deep p-well
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designs with the modified front-end is far superior to that in the n− continuous design with the

standard front-end.

These results with MiniMALTA demonstrated that the front-end and pixel substrate modi-

fications in MiniMALTA both lead to improved radiation hardness and motivated implementa-

tion of these modifications in later versions of MALTA. The pixel design changes were imple-

mented in a full-scale version of the sensor, MALTA Cz, the subject of the next chapter, and

the latest version of the device, MALTA 2, has both front-end and the sensor changes (and is

produced on both epitaxial and Czochralski substrates).



Chapter 7

Characterization of MALTA Cz

With the characterization of MiniMALTA as radiation tolerant to 1× 1015 neq/cm2, the extra

deep p-well and n− gap sensor modifications were implemented in full-scale (512 × 512 pix-

els) versions of MALTA. However, the front-end modifications were unfortunately unable to be

included in this design, and due to time constraints of test beam schedules and wire-bonding fa-

cilities, only the continuous n− and n− gap designs were characterized for the epitaxial samples.

The sensors were also produced with Czochralski silicon with a 300 µm thick substrate which

would result in larger collection volume and a higher amplitude signal than the 25 to 30 µm

epitaxial silicon. The production run of these full-scale MALTA sensors, including the samples

made from Czochralksi silicon, is referred to as MALTA Cz. The production of MALTA Cz

gave the opportunity to demonstrate similar radiation tolerance to that seen in MiniMALTA in

a full-scale device, characterize the n− gap and extra deep p-well sensor designs in more detail,

and demonstrate advantages of the thicker collection region possible with MALTA Cz.

7.1 Chip design

MALTA devices with the continuous n− layer, extra deep p-well and n− gap substrates were

produced on 300 µm Czochralski silicon wafers with a bulk resistivity of ∼800 kΩ-cm. In

the epitaxial devices, the low resistivity wafers, the p++ region shown in Fig. 7.1(a), does not

deplete, and only the 25 to 30 µm eptitaxial layer is depleted. In the Czochralski sensors,
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(a) Cross section of the n− gap sensor design in epi-
taxial silicon. The highly doped p++ backside serves
as an ohmic contact.

(b) Cross section of the n− gap sensor design in
Czochralksi silicon. The substrate is 300 µm thick, al-
lowing for a larger depleted volume than the epitaxial
sensors.

Figure 7.1: Cross sections of the n− gap sensor design in epitaxial and Czochralksi silicon.

the depletion region can be made to be the full 300 µm depth of the substrate given sufficient

reverse bias. This would result in a MIP generating many more electron hole pairs than in

the 25 to 30 µm of depleted silicon in an epitaxial layer and a proportionately larger signal.

However, depleting this much silicon of this resistivity requires significantly more voltage than

to deplete the 25 to 30 µm of 1 kΩ-cm epitaxial silicon in other MALTA devices. Using a

planar model for the sensor, the depletion voltage for 300 µm is estimated from Equation 3.17

to be:

Vfull depletion =
D2

2εµρ
=

(300 µm)2

2ε(1500 cm2/V · s)(800 Ω · cm)
= 423 V (7.1)

While this is approximate, Vfull depletion is two orders of magnitude greater than the depletion

voltage of epitaxial devices in the TowerJazz modified process, which is a few volts.

Czochralski silicon is a type of silicon which is widely used in industry to grow large ingots of

silicon crystal. Typically, for particle physics applications, sensors have been made with float

zone silicon which has a much lower concentration of impurities that results in higher resitivities

which can be depleted at low voltage. However, high-resistivity silicon can be difficult to

manufacture, and with TowerJazz and their partners in industry, the production of thicker

Czochralski samples was possible in a practical time frame. MALTA Cz is made with the same



117 Chapter 7. Characterization of MALTA Cz

process as MiniMALTA for the n− gap and extra deep p-well designs but the same masking

and front-end as the original MALTA. A newer version of the sensor, MALTA 2, is a full-size

sensor with both the front-end and pixel modifications. It is currently being characterized at

CERN, however, results are preliminary and it was not available on the timescale of this PhD

thesis.

7.2 Laboratory Measurements

These full-size versions of the MALTA sensor allowed for more stringent testing of the n− gap

and extra deep p-well designs than the MiniMALTA samples, and also required characterization

due to the different type of silicon and depletion depth that could and did lead to differences

in operation and output. Since IV measurements of MiniMALTA were made in [64], with 8

different pixel designs and a small current due to the small number of pixels, there was some

ambiguity that could be resolved with IV measurements of full-scale devices with one pixel

design per sensor. With many more pixels than MiniMALTA, the readout architecture had to

cope with many more hits and higher data rates. The larger matrix also presents a limitation

in threshold scans. Because of the OR merger in MALTA, hits from multiple places on the

martrix at the same time can cause corruption, and due to this only small regions of MALTA

can be measured in threshold scans at a time. For this reason, the scans are limited to areas of

around 100 × 100 pixels. The full-size matrices allowed for characterization of the uniformity

of pixel response across the entire pixel matrix, and comparison of the 8 Sectors (Fig. 5.2) with

different p-well implant and collection electrode designs. MALTA Cz was also easier to operate

than the original full-size version due to the correction of a design flaw of the original MALTA

that allowed for use of MALTA’s Slow Control, essential for setting the DACs on MALTA. In

the original MALTA, DAC values were set with external power supplies connected to the DAC

override lines on the right side of the MALTA carrier board as shown in Fig. 5.11(a).

The laboratory measurements of MALTA Cz are discussed in greater detail than those of

MiniMALTA in this chapter due to the greater potential of and need for the measurements,
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as described above, and improved methods for testing MALTA sensors that allowed for more

systematic characterization.

7.2.1 Current-Voltage Measurements

Current-voltage (IV) measurements are an important tool for characterizing electronic devices,

including the silicon sensors used in particle physics. They determine the power consumption

of a sensor and its operational limit in terms of bias voltage. As an example, for the outer

pixel layers of the ATLAS ITk, the overall power consumption is required to be below 500

mW/cm2 [36]. For CMOS sensors, typically most of the consumption is in the digital and

analog front-end electronics, and not the pixel substrate, which typically consumes less than 20

mW/cm2 in CMOS sensors. IV measurements of the MALTA Cz sensors show differences in

operational limits and power consumption in the various pixel designs and between epitaxial and

Czochralski devices. There was a significant “punch-through” current1 between the substrate

and the p-well observed in the new pixel designs (extra p-wella and n− gap) in both types of

silicon (epitaxial and Czochralski) and the irradiated Czochralski continuous n− layer sensors.

While the radiation tolerance of MALTA Cz was demonstrated to be above 1×1015 neq/cm2 in

test beams (and discussed later in this chapter), the design of future versions of MALTA and

other TowerJazz modified process devices must still take into consideration the punch-through

currents and operational limits, particularly given the encouraging results with the extra deep

p-well and n− gap designs which have promising improvements in radiation tolerance though

also have lower punch-through voltages.

7.2.1.1 Setup and Methods

Current-voltage measurements of unirradiated and irradiated samples of the MALTA Cz with

epitaxial and Czochralski silicon and the extra deep p-well and n− gap modifications were made

at CERN. The schematic of the measurement setup is shown in Fig. 7.2, and the biasing of the

1A punch-through current is usually a current between the source and drain in a MOSFET that leads to
breakdown of the device, usually caused by a voltage drop between the drain and source and overlapping
depletion regions in the channel. Here, “punch-through” current means the current directly between the p-well
and substrate that lead to high overall current draw in MALTA.
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(a) Schematic of the circuit used in the IV measure-
ment.
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(b) Schematic of punch-through current flowing be-
tween the p-well and substrate with negligible leakage.

Figure 7.2: Schematic of the circuit used in the IV measurement. The PWELL and SUB
currents are measured directly to infer the leakage and punch-through currents.

PWELL = -6 V V_electrode = +0.8 V

SUB ≤ -6 V

Figure 7.3: Schematic of the biasing of the pixel substrate. The electrode and PWELL voltages
are kept constant, and the SUB lowered from -6 V until the operational limit with a 20 mA
current compliance. The currents through the power supplies for the SUB and PWELL are
measured with other supplies to act as dedicated ammeters.
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of the substrate is shown in 7.3. The substrate was biased with a Keithley 2410 power supply

to source voltages below -30 V and two Keithley 2410s were used to measure the current of

the p-well and substrate. The p-well, analog, digital, and LVDS components were biased with

TTi PL3030UD-P power supplies [80]. Unless otherwise noted, the p-well bias was -6 V for

the results in this chapter. In each measurement, the voltage of the substrate was decreased

from the p-well voltage in uniform steps until a current limit of 20 mA was reached in the

device or the p-well power supply became unstable. The current in the p-well and substrate

was measured 10 times at each voltage value and averaged. The chip was configured with

the collection electrode at +0.8 V. The measurements were made in a CTS T-65/50/5 climate

chamber and the temperature was measured with a 10 kΩ NTC probe attached to the MALTA

carrier board [81].

The combined leakage current from the p-well and substrate is calculated as the sum of the

p-well and substrate currents. In the case that there is an equal and opposite change in the

p-well and substrate currents, there is a current which flows from the more positively-biased

p-well to the substrate. Then if the leakage current is negligible, the punch-through current

can be reliably calculated as:

IPT = (Ipwell − Isubstrate)/2 (7.2)

and the leakage is

Ileakage = (Ipwell + Isubstrate) (7.3)

Such a scenario is illustrated in 7.2(b). Notably, in an ideal measurement the current in the

collection electrode would also be measured, though this was not possible due to additional

circuitry in the chip which makes this impractical.

In silicon diodes, punch-through currents can be modeled as having an exponential depen-

dence on the voltage difference between two structures, ∆V :

IPT (V ) = I0e
q(V−VPT )/mKBT (7.4)
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where VPT is the punch-through voltage and m is known as the non-ideality factor [82]. In this

model, there is a negative temperature coefficient, that is, the current decreases as the tem-

perature increases. This is the opposite of leakage currents, which have a positive temperature

coefficient and depend on temperature as [28]:

Ileakage α T 2 exp
−Eg

2KBT
(7.5)

where Eg is the band gap energy for silicon.

For interpretation of these measurements, the results can generally be classified into 3 cases,

as shown in Fig. 7.4:

1) There is much more punch-through than leakage current. The calculated punch-through

current is accurate. See Fig. 7.4(a) and 7.4(b).

2) The punch-through is larger but the magnitude of the leakage current is comparable. In

this case, the calculated punch-through current also includes a significant contribution from

the leakage current, but there is still a negative p-well current. See Fig. 7.4(c) and 7.4(d).

3) The leakage current is larger than the calculated punch-through. In this case, the substrate

and p-well currents flow in the same direction and there is no punch-through, i.e. V < VPT .

See Fig. 7.4(e) and 7.4(f).

7.2.1.2 Unirradiated devices at multiple temperatures

In Fig. 7.5 and Fig. 7.6 are the IV measurements at different temperatures for unirradiated

devices with the calculated punch-through and leakage currents. The error bars in these plots

are calculated as the sample standard deviation of the mean of 10 measurements of the current.

Since the leakage currents are sums of the p-well and substrate currents the errors are added

quadrature and the error can be greater than the magnitude of the calculated leakage current.

For the samples with the continuous n− layer in Fig. 7.5, the chip can be operated with a

significant potential difference between the p-well and substrate, ∆V > 20 V. For the epitaxial

sensor, there is a punch-through current that begins to dominate near ∆V=23 V as shown
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(a) Case 1, punch-through current. Punch-through
dominates.

(b) Case 1, leakage current. Punch-through domi-
nates.

(c) Case 2, punch-through current. Leakage and
punch-through are comparable.

(d) Case 2, leakage current. Leakage and punch-
through are comparable

(e) Case 3, punch-through current. Leakage dominates. (f) Case 3, leakage current. Leakage dominates.

Figure 7.4: Examples of the 3 cases of the current-voltage measurements.
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(a) Punch-through current for continuous n− epitax-
ial

(b) Punch-through current for continuous n− epitax-
ial

(c) Punch-through current for continuous n−

Czochralski
(d) Leakage current for continuous n− Czochralski

Figure 7.5: Current-voltage measurements for the unirradiated samples with the continuous n−

substrate at different temperatures.

in Fig. 7.5(a) and 7.5(b). For the Czochralski, shown in Fig. 7.5(c) and 7.5(d), however, the

punch-through current is never significant. Instead, there is an increase in the leakage current

and breakdown near a substrate bias of 50 V.

For the measurements of the devices with the n− gap and the extra deep p-well with epitaxial

and Czochralski silicon, shown in Fig.7.6, the punch-though current dominates. Notably, this

punch-through current decreases with rising temperature, contrary to the behavior for a bulk

current. For the leakage current, there is the characteristic dependence on
√
V , and the error

bars are large due to the methodology for calculating them. The leakage current has a smaller

absolute value than the p-well and substrate currents that are used to estimate the errors



7.2. Laboratory Measurements 124

(a) Punch-through current for Czochralski n− gap (b) Leakage current for Czochralski n− gap

(c) Punch-through current for Czochralski extra deep
p-well

(d) Leakage current for Czochralski extra deep p-well

(e) Punch-through current for epitaxial n− gap (f) Leakage current for epitaxial n− gap

Figure 7.6: Current-voltage measurements for the unirradiated samples with the n− gap or
extra-deep p-well substrates at different temperatures.
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Figure 7.7: Schematic of seal ring structure at the edge of the pixel matrix, from [64].

calculated as the sum of two larger values, the p-well and substrate currents, in quadrature,

which assumes the two values are independent when they are not. The actual variance of the

leakage current is much less than suggested by the magnitude of the error bars in the plots.

In the measurements of the unirradiated devices, the temperature dependence of the punch-

through currents is not characteristic of current flowing through bulk silicon, but instead of

some sort of surface current. One possible route is through the seal ring structure around the

pixel matrix, which is designed as a guard ring to collect current from outside of the matrix and

is shown in Fig. 7.7 [64]. A single epitaxial continuous n− device was tested which was diced

from its wafer with a laser instead of a diamond saw to have a thinner periphery around the

pixel matrix. The IV curve is shown in 7.8. The width of the region outside the seal ring was

decreased from between 21 and 27 µm to between 4 and 6 µm. The sensor was measured to have

a 1 mA punch-through with ∆V =∼ 32 V, 9 V higher than the δV of 23 V measured in sensors

with the standard dicing. It would be interesting to investigate the effects of dicing widths

and techniques on the punch-through as potential methods to mitigate the punch-through and

understand the underlying cause.



7.2. Laboratory Measurements 126

Figure 7.8: IV measurement of an epitaxial continuous n− MALTA sensor with laser (instead of
diamond saw) dicing to reduce the area of the periphery. The punch-through voltage is about
9 V lower in the diamond saw-diced samples.

7.2.1.3 Unirradiated samples at multiple PWELL biases

Fig. 7.9(a) shows the punch-through and leakage currents of an unirradiated Czochralski n−

gap sample, W9R11 as a function of substrate voltage. For each curve the sensor is biased

with a different p-well voltage: 2, 4, or 6 V. The punch-through voltage is calculated as the

voltage at which the punch-through current is greater than an arbitrarily chosen value of 1 mA.

This is illustrated in Fig. 7.9(a) as the intersection of the IV curves and the horizontal line. In

Fig. 7.9(c) and 7.10 are the punch-through currents for the unirradiated sensors as a function of

the p-well voltage with linear fits of the data from each sensor. The resulting y-intercepts of the

fits are tabulated in 7.1, and are the approximate voltage difference (∆V ) limit for operation

of these sensors. The linearity of the data suggests that the punch-through current depends

on this difference between the substrate and p-well biases as is expected, and not solely on the

magnitude of the substrate bias.

In the Czochralski devices, there is initially a dominant punch-through current, then near

the operational limits the leakage current becomes comparable in magnitude to the punch-

through as shown in 7.9(b). In fact, one effect observed during these measurements was that at

high substrate biases, the p-well current flows with the same polarity as the substrate current

instead of “punching-through” to the substrate, which results in the p-well power supply further

decreasing the voltage beyond the set value. This was measured by monitoring the TTi power
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(a) Punch-through current and line at 1 mA to calcu-
late the punch-through voltage.

(b) Leakage current at the three p-well voltages.

(c) Punch-through voltages

Figure 7.9: Current-voltage measurements for an unirradiated n− gap Czochralski sensor,
W9R11 at p-well biases of 2, 4, and 6 V.

Silicon Pixel Design ∆V =SUB - PWELL

Czochralski cont. n− none, leakage breakdown
at 45 V

Czochralski n− gap 3.54 V

Czochralski extra deep p-well 1.88 V

Epitaxial cont. n− 22.7 V

Epitaxial n− gap 2.21 V

Table 7.1: Difference between the sub and p-well at which the punch-through reaches 1 mA as
calculated from the linear fits in Fig. 7.10

supply via RS232 serial communication, and also with a digital voltmeter. This is problematic

for the operation of the device since the p-well bias influences the behavior of the device, as is
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Figure 7.10: Linear fits of the difference between substrate and p-well bias at which there is
1 mA of punch-through current for different MALTA samples.

evident in these measurements and since it serves as the bulk of the NMOS transistors in the

electronics. In the curves shown in this section, the p-well bias is within 50 mV of the intended

value to avoid this effect.

A similar increase in leakage current also was observed in epitaxial devices. Near 9 V (with a

p-well bias of 6 V) the leakage current begins to grow quickly as shown in Fig. 7.6(f). However,

it did not reach the magnitude of the punch-thorough current before the overall operational

limits of ∼12 V bias of the substrate was reached.

7.2.1.4 Irradiated samples

Neutron-irradiated samples

Samples were irradiated at the Triga nuclear reactor in Slovenia [54] with 1 MeV neutrons to

fluences of 1×1015 and 2×1015 neq/cm2 with TIDs of 1 and 2 MRad, respectively. Fig. 7.11 shows

IV measurements for the Czochralski devices with the continuous n− pixel and Fig. 7.12 and

7.13 show those for the remaining pixel designs with Czochralski silicon. In comparison to the

unirradiated samples, the leakage current has increased and the punch-through component has
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(a) Punch-through current for Czochralski continuous
n−.

(b) Leakage current for Czochralski continuous n−.

Figure 7.11: Current-voltage measurements for the irradiated Czochralski continuous n− sam-
ples at different temperatures.

decreased. The calculated punch-through current is not significantly greater than the leakage

current, and the overall current is less than prior to irradiation. With a 20 mA compliance,

irradiated Czochralski samples were operable up to and above 50 V. Both currents have a

positive temperature coefficient, unlike in the unirradiated devices, suggesting that current

flows through bulk silicon as opposed to along the surface of a structure.

The epitaxial devices have similar characteristics before and after irradiation. There is a

punch-through current that dominates with only a small ∆V , and there is insignificant tem-

perature dependence, suggesting that it is not a current through bulk silicon.

That irradiated Czochralski chips can be operated up to and above 50 V is a key aspect for

operation as there is deeper depletion and therefore more signal at 50 V than at 12 V. Further

evidence for the deeper depletion is provided by cluster size and efficiency measurements in the

DESY test beams and these are discussed later in this chapter.

Proton-irradiated samples

Two samples, an epitaxial n− gap and a Czochralski extra deep p-well, were irradiated while

cooled to -27 ◦C and under bias with a beam of 23 MeV protons at the MC40 Cyclotron

facility at the University of Birmingham [62]. Both samples were irradiated to approximately

8 × 1014 neq/cm2 with a total ionizing dose of 100 MRad and an uncertainty of 20% for both
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(a) Punch-through current for Czochralski n−

gap.
(b) Leakage current for Czochralski n− gap.

(c) Punch-through current for Czochralski
n− gap at 2×1015 neq/cm2

(d) Leakage current for Czochralski n− gap
at 2×1015 neq/cm2

(e) Punch-through current for epitaxial n−

gap
(f) Leakage current for epitaxial n− gap

Figure 7.12: Current-voltage measurements for the irradiated samples with the n− gap substrate
at difference temperatures. The fluence is 1×1015 neq/cm2 except for a single n− gap sample.
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(a) Punch-through current for Czochralski
extra deep p-well

(b) Leakage current for Czochralski extra
deep p-well

Figure 7.13: Current-voltage measurements for the irradiated samples with the n− gap or extra
deep p-well substrate at difference temperatures. The fluence is 1×1015 neq/cm2 except for a
single n− gap sample. [Continued from previous figure.]

values. The limited number of samples is due to the time constraints and logistical challenges

in powering and operating a MALTA chip from the MC40 beam line.

The current voltage-measurements are plotted in Fig. 7.14. Here we can see that the proton-

irradiated samples behave comparably to the neutron-irradiated samples irradiated to 1× 1015

neq/cm2 and 1 MRad. The Czochralski sample can be biased above 50 V and above this point

the leakage current dominates. In the epitaxial n− gap sample, there is a punch-through current

which dominates, though it is not as large as in the neutron-irradiated device with the same

pixel design.

7.2.1.5 IV Results Summary

The results of the IV measurements are summarized in Table 7.2 where the approximate op-

erational limits and type of current are tabulated for unirradiated and irradiated sensors of

the various designs. These limits were determined by the 20 mA current limit in the power

supplies, or the limits of stable p-well biasing, and are accurate to approximately 2 volts.

For the unirradiated devices, the Czochralski and epitaxial samples have similar IV char-

acteristics. For the modified process with a continuous n− layer in epitaxial silicon, MALTA

sensors have a significant punch-through current between the substrate and p-well with around

23 V of difference in bias between the substrate and p-well. The Czochralski sensors have a
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(a) Punch-through current for Czochralski extra deep
p-well

(b) Leakage current for Czochralski extra deep p-well

(c) Punch-through current for epitaxial n− gap (d) Leakage current for epitaxial n− gap

Figure 7.14: Current-voltage measurements for the proton irradiated samples with a fluence of
8×1014 neq/cm2 and TID of 100 Mrad.

breakdown in the leakage current near 50 V of bias, independent of the p-well voltage. For

unirradiated epitaxial and Czochralski silicon, the new n− gap and extra deep p-well designs

to improve the radiation hardness of the chip draw a large punch-through current with only a

small difference in bias voltage. This current has a negative temperature dependence. In the

measurements at various p-well voltages, the punch-through voltage has a linear dependence

on the p-well bias.

After irradiation (with either protons or neutrons), the Czochralski devices have significantly

less punch-through current and can be operated above 50 V before the leakage current becomes

too high. Furthermore, for the modified pixel designs, the higher the neutron-equivalent dose,
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the higher the operational voltage. The irradiated epitaxial devices behave similarly to the

unirradiated: there is a punch-through current that dominates with only a small ∆V (voltage

drop between the p-well substrate), and there is insignificant temperature dependence of this

current.

Silicon Pixel
design

Unirradiated limit
[V] (mode)

1×1015

neq/cm2

limit [V]
(mode)

2×1015

neq/cm2

limit [V]
(mode)

8×1014

neq/cm2

limit [V]
(mode)

Cz cont. n− 50 (leakage) 55 (leak-
age)

N/A N/A

Cz n− gap &
extra deep
p-well

17 (punch-through) 50 (leak-
age)

55 (leak-
age)

45 (leak-
age)

Epi cont. n− 30 (punch-through) 32 (punch-
through)

N/A N/A

Epi n− gap 12 (punch-through) 20 (punch-
through)

N/A 25 (punch-
through)

Table 7.2: Operational limits and the modes of current that dominate at the limit of MALTA
Cz sensors with the p-well bias at 6 V. Uncertainties are 10%.

The IV measurements show that the limits of the operational voltage are well below the

predicted full depletion voltage of 423 V, with the highest operational voltages near 50 V in

the samples with the n− continuous substrate. A planar diode model would suggest a depletion

depth of approximately 104 µm at 50 V bias, meaning that the expected signal is about 8 ke and

the full capabilities of the 300 µm of silicon are not being exploited and also that comparable

results can be achieved with thinned sensors, which have the advantage of less material budget

and resultant multiple scattering.

7.2.2 Gain measurements

The gain of MALTA devices was measured with an 55Fe source targeted on the monitoring pixels

of the MALTA and readout to a high bandwidth Lecroy WaveRunnner 9254 2.5 GHz digital

oscilloscope using a Lecroy AP034 Active Differential Probe, similar to the measurements of

MiniMALTA described in Section 6.2 [83]. Measurements were made to correspond to the

settings used in test beams. To this end, measurements were made on the monitoring pixels
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(a) Analog pulse from one of the monitoring pixels
in MALTA
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(b) Analog pulse from one of the monitoring pixels in
MALTA after baseline subtraction. A is the pulse ampli-
tude, the maximum voltage value after correction.

Figure 7.15: Output from a MALTA monitoring pixel with an 55Fe X-ray source.

with the diode reset and with the DACs and bias voltages set to the same values as in the

test beam. Both irradiated and unirradiated samples were tested in a climate chamber with

the PCB cooled to -15 ◦C. Czochralski devices measured at higher bias voltages are expected

to have more depletion and therefore less input capacitance, which is expected to affect the

gain according to Equation 5.1.1. However, with the small collection electrode, a parallel plate

model is not a good approximation of the behavior and the capacitance should not vary much

even if the depletion depth does and the gain should remain relatively constant for a wide range

of bias voltage drops between the substrate and collection electrode. The epitaxial sensors are

fully depleted at the lowest operating voltage of 6 V and therefore a change in gain is not

expected as the substrate voltage is increased above 6 V.

The 55Fe isotope has two decays used to measure the gain of the sensor and front-end: the

k-α decay in which 5.9 keV photons are emitted, and the less common k-β decay in which

6.49 keV photons are emitted. The ratio of these decay rates is expected to be 10:1, though

the absorption length in silicon is slightly longer for the 6.49 keV photons, further skewing the

ratio for the actual measurement. In silicon, an electron-hole pair is generated for every 3.6 eV

of energy deposited, so the collected charge is expected to be 1640 e and 1800 e for the two

photons, respectively. The gain is measured as the voltage output per collected charge, and

has units of µV/e.
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Figure 7.16: Amplitude spectra from 55Fe of different MALTA devices.

Amplitude spectra are calculated from offline analysis of the individual waveforms. Fig. 7.15

shows the digital oscilloscope output of a monitoring pixel of MALTA and this signal after

correction. The voltage measurements prior to the leading edge of the pulse are used to calculate

the noise pedestal, which is subtracted in Fig. 7.15. The pulse amplitude is simply the maximum

voltage value after subtracting the pedestal value. An amplitude distribution was formed from

measurements of events in each of the four monitoring pixels on a sensor. Fig. 7.16 shows the

amplitude spectra of single pixels for four samples, one unirradiated, two neutron irradiated

to 1 × 1015 and 2 × 1015 neq/cm2, and one proton-irradiated to 8 × 1014 and 100 MRad. A

Gaussian fit was applied for each of the two peaks and the means of these fits were extracted.

The measured amplitudes and corresponding gain are tabulated in Table 7.3. For irradiated

sensors, it was difficult to fit the k-β peak so the k-α is used to determine the sensor gain. In

the cases in which more than one pixel was used in the measurement, the gain is the mean of

the gain of the individual pixels. The σ values are the σ values from the Gaussian fits, and are

averaged for multiple pixels as well.

In Fig. 7.17(a) and 7.17(b) the gain is plotted as a function of the NIEL damage and TID. The

mean gain value does not show a dependence on either the type of silicon or the pixel design,

based on comparisons of the mean gain at the same level of irradiation. As tabulated in Table 7.3
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Fluence
[neq/cm2

]

Silicon
type

Pixel de-
sign

k-α µ
[mV]

k-α σ
[mV]

k-β µ
[mV]

k-β σ
[mV]

Gain
[µV/e]

None Epi n− gap 351.6±4.4 4.8± 0.2 378.5±4.8 5.1±0.2 214.5±2.7

Cz n− cont. 326.2±4.9 5.7± 0.3 350.3±5.0 5.8± 0.9 206.8±3.4

Cz n− gap 338.9±5.6 5.1± 0.4 364.0±6.2 5.8± 1.3 214.5±2.7

Neutron
1× 1015

Epi n− gap 294.2±3.2 17.4±
0.63

179.5±2.0

Cz n− cont. 282.4±15.2 9.6±0.8 172.3±9.3

Cz n− gap 304±6.2 13.6±
1.41

185.5±3.8

Cz extra
deep
p-well

321.3±5.3 10.7± 0.4 196.0±3.3

Neutron
2× 1015

Epi n− gap 362.4±
7.4

16.2± 0.3 221.1±4.5

Cz n− gap 376.0±4.8 15.8± 1.6 229.4±7.0

Proton
8 × 1014,
100
MRad

Epi n− gap 264.0±10.5 12.5± 0.2 161.1±6.4

Cz n− gap 265.6±11.7 11.0± 0.2 162.1±7.1

Table 7.3: Average of fit results to amplitude spectra of MALTA Cz samples. The analog signal
is measured at the outputs of the preamplifiers of four monitoring pixels with the diode reset.

and shown in Fig. 7.17(a) and 7.17(b), the gain is less for the 8 × 1014 and 1 × 1015 neq/cm2

samples, and greater at 2× 1015 neq/cm2 than prior to irradiation, and the σ values are much

greater after irradiation due to the wider distributions in Fig. 7.16. These results are similar to

those in MALTA and the TowerJazz Investigator in which the gain is greater at 2×1015 neq/cm2

(though also at 2× 1015 neq/cm2) than for the unirradiated sensor [45], and the peak width is

greater in the irradiated devices, presumably due to more electronics noise.

7.2.3 X-ray scans

To check for a uniform response across the entire pixel matrix of MALTA and the masking of

pixels, The MALTA sensors were tested in an X-ray chamber at CERN. A micro X-ray source

provided a spatially-uniform beam of X-rays with peaks at energies of 5.4 and 8.0 keV due to
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(b) Mean value of the amplitude of the k-α peak as
determined from a Gaussian fit as a function of TID.
The TID values have been increased by 0.1 MRad in
order to use a log scale.

Figure 7.17: Average amplitude of the k-α peak in 55Fe measurements.

the presence of chromium and copper, respectively.

Samples were measured at room temperature, and due to this, only unirradiated devices

were measured. The X-ray source was placed on a stage above the MALTA carrier board.

The MALTA chip was triggered from the FPGA board to read out hits in a set number of

500 ns windows. Pixels with a hit rate above 10 kHz were masked. The setup is shown in

the photograph in Fig. 7.18(a). In Fig. 7.18(b), the spectrum of the X-ray beam is shown as

measured in a monitoring pixel of MALTA with an active probe and digital oscilloscope, along

with the spectrum for 55Fe for comparison. The two bumps in the X-ray spectrum, one below

the 5.9 keV k-α peak in 55Fe and one above the k-β 6.9 keV, correspond to the chromium and

copper target energies.

Mask type Column Row Diagonal=
row-
column

Intentional 0 100 100
Intentional 0 101 101
Intentional 1 100 99
Ghost 1 101 100

Table 7.4: Example of how a coincidence in the intentionally masked rows, columns and diag-
onals results in “ghost” masking.

The masking in MALTA is achieved by masking all pixels in entire double columns or by
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(a) The X-ray measurement setup.
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(b) The amplitude spectrum of the X-ray source as mea-
sured by MALTA with the spectrum of an 55Fe source for
comparison. The peaks corresponding to the copper and
chromium targets and the 55Fe source are labeled.

Figure 7.18: The X-ray setup and amplitude spectrum.

masking single pixels by setting the provided address lines to ground. There are 512 lines

each for columns, rows, and diagonals. A diagonal is defined as a set of pixels such that the

difference between the row and column number is a constant. A pixel is masked if all three of

the corresponding row, column, and diagonal lines are masked (or if the entire double column

is masked). A consequence of masking with this method is that in addition to masking the

desired pixels, any other pixels which have all 3 of the row, column, and diagonal masked will

be masked. As an example, consider masking the three pixels in Table 7.4 with column-row

coordinates of (0,100), (0, 101), and (1, 100). To mask these, rows 100 and 101 and columns 0

and 1 must be masked, as well as diagonals 100, 101, and 99. This results in the unintended

masking of a fourth pixel (1, 101) on the 100th diagonal. These unintentionally masked pixels

due to coincidences in masked rows, columns, and diagonals are known as “ghost” pixels. They

can limit the detection efficiency when the number of ghost pixels becomes significant, and

hence only limited number of pixels can be intentionally masked before there is a significant

decrease in efficiency. The ratio of ghosts pixels to intentionally masked depends on the specific

set of pixels masked, but in general becomes larger as more pixels are masked (assuming a

small portion of the pixels are masked intentionally). To investigate the effectiveness of the

masking, noise scans of MALTA were run to identify noisy pixels. After each scan, the noisiest
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Sensor Type Masked
pixels

Masked
pixels
and
ghosts

Successfully
masked
pixels

Average
number
of hits

Average
hits in
zom-
bies

Dead
pixels

W4R12 Epi n−

gap
132 3202 2289 42 145 8

W7R12 Cz n−

cont.
57 319 251 39 1 0

W9R11 Cz n−

gap
65 487 283 42 2567 0

W11R11 Cz
xdpw

74 687 475 22 2761 411

W11R0 Epi n−

cont.
40 131 103 36 1 0

Table 7.5: Table of masking statistics from X-ray scans at a substrate bias of 6 V.

(a) W11R0 Epi, n− continuous. (b) W4R12 Epi, n− gap. (c) W7R12 Cz, n− continuous.

(d) W9R11 Cz, n− gap. (e) W11R11 Cz, extra deep p-well.

Figure 7.19: Occupancy as measured in the X-ray scans with the bias at 6 V.

pixel is masked until no single pixel had a noise rate above 10 kHz. A similar procedure was

used in preparation for test beams. The number of hits in the masked pixels is compared to the

number of hits in the other pixels from occupancy plots shown in Fig. 7.19. The response across
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(a) W11R0 Epi, n− continuous with
40 V substrate bias.

(b) W4R12 Epi, n− gap with 11 V
substrate bias.

(c) W7R12 Cz, n− continuous with
50 V substrate bias.

(d) W9R11 Cz, n− gap with 15 V
substrate bias.

(e) W11R11 Cz, extra deep p-well
with 14 V substrate bias.

Figure 7.20: Occupancy as measured in the X-ray scans near the operational limit of the
substrate bias.

the pixel matrix is uniform, with the exception of some aliasing of hits due to the OR merger,

as is most apparent in Fig. 7.19(e). There is some variation between columns, possibly due to

the difference in pixel design in the different sectors of MALTA in addition to the OR merging.

The results from the X-ray scans with a substrate bias of 6 V are tabulated in Table 7.5. While

most pixels are successfully masked, some are not, which are called “zombie” pixels. In some

cases, such as in the sensor W7R12 with the epitaxial silicon and n− continuous layer, there are

few hits in the zombie pixels relative to the number of hits elsewhere in the pixel, suggesting

that the pixels were actually masked. The small number of hits in these zombie pixels may be

due to corruption of words when read out due to the OR merging in the column drain buffer or

at the end of column. In other sensors, such as W9R11 and W11R11 with Czochralski silicon

and the extra deep p-well and n− gap pixel designs, these zombie pixels were not successfully

masked and have hundreds of thousands of hits over the duration of the entire scan which was
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2 s. Future versions of MALTA will have a masking scheme in which individual pixels can be

masked without ghost pixels.

(a) W9R11 Cz, n− gap, substrate bias of 9 V. Thresh-
old scans were measured at the black mark next to the
colored numbers.

(b) W9R11 Cz, n− gap, substrate bias of 15 V. Thresh-
old scans were measured at the black mark next to the
colored numbers.

(c) Thresholds as measured as a function of substrate
bias voltage in the regions numbered and colored in
Fig. 7.21(a) and 7.21(b).

(d) Noise as measured in threshold scans as a function
of substrate bias voltage in the regions numbered and
colored in Fig. 7.21(a) and 7.21(b).

Figure 7.21: Occupancy as measured in the X-ray scans near the operational limit of the
substrate bias.

At higher substrate voltages near the operational limits of the devices, the number of hits

in specific regions of the sensors decreased as shown in the X-ray scans plotted in Fig. 7.20.

These regions coincide with the areas of the sensor that are coupled with conductive glue to

the carrier board which is biased with negative voltage to bias the substrate. These glue-like
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patterns only appeared in the Cz sensors with the n− gap and extra deep p-well, and not in

sensors with the n− continuous layer or the epitaxial sensors.

(a) W9R11 Cz, n− gap, substrate bias of 6 V. Thresh-
old scans were measured at the single black mark next
to the colored numbers (at three marks in total).

(b) W9R11 Cz, n− gap, substrate bias of 13 V. Thresh-
old scans were measured at the single black mark next
to the colored numbers (at three marks in total).

(c) Threshold measured as a function of the VRESET
DAC at a substrate bias of 6 V in the regions numbered
and colored in Fig. 7.22.

(d) Threshold measured as a function of the VRESET
DAC at a substrate bias of 13 V in the regions num-
bered and colored in Fig. 7.22.

Figure 7.22: Occupancy as measured in the X-ray scans near the operational limit of the
substrate bias.

Further investigation showed that the front-end behavior changed in the regions with glue.

The mean threshold and noise were measured in the regions of MALTA illustrated in Fig. 7.21(a)

with the substrate bias scanned from 6 to 15 V in 1 V steps. The resulting threshold and noise

values are plotted in 7.21(c) and 7.21(d), respectively. As the substrate bias was increased,
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the threshold and noise increased and fewer pixels could be successfully measured in threshold

scans. Furthermore, measurements of the threshold in different regions with various values of

the VRESET D DAC, which sets the bias of the collection electrode, plotted in Fig. 7.22, show

that there is a different operational value of VRESET D to minimize the threshold in these

different regions. At a substrate bias of 13 V, for region 1 in the plot, the ideal VRESET D

values is near 70, for region 2 it is 75, and for region 0 it is 90 or above. Future versions of

the MALTA sensor with Czochralski silicon would benefit from careful design to ensure the

substrate biasing is uniform across the entire pixel matrix to avoid large discrepancies when

operating in or near this regime.

7.3 Efficiency measurements
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Figure 7.23: Track residuals of 3 GeV electrons as measured in Proteus with the MALTA
telescope and the MALTA Cz DUT.

The efficiency of irradiated samples of MALTA Cz and full-scale epitaxial samples was mea-

sured in test beams of 3-5 GeV electrons at DESY. As with the MiniMALTA measurements,

the MALTA telescope was used for data acquisition and track reconstruction was done with

Proteus software and GBL. In Fig. 7.23 are distributions of the residuals measured in a MALTA

Cz device, the σ of the Gaussian fits is 12 µm in each cardinal direction. With the full-scale

MALTA chips instead of MiniMALTA, the telescope was triggered on a 1 × 1 cm2 region of

interest such that tracks passed through the 1×1 cm2 window in the carrier board of the DUT.
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Particles passing through the telescope planes in this region were less likely to go through the

PCB and therefore pass through fewer radiation lengths of material and undergo less multiple

scattering. As a result, the in-pixel plots show more detail for MALTA Cz than MiniMALTA

with a comparable beam energy. Sectors 2 and 3 were measured, which have the larger 3 µm

collection electrode and the medium and large p-well implant, respectively. The efficiency is

generally slightly higher in the measurements of Sector 2, which is not surprising given the

smaller p-well implant.
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(a) Efficiency of neutron-irradiated n− gap samples.
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(b) Efficiency of neutron-irradiated Czochralski silicon
samples, φ =1×1015 neq/cm2.
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(c) Cluster size of neutron-irradiated n− gap samples.
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(d) Cluster size of neutron-irradiated Czochralski sili-
con samples, φ =1×1015 neq/cm2.

Figure 7.24: Efficiency and cluster size measurements of MALTA Cz as a function of substrate
bias. The thresholds are listed on the legend.

Fig. 7.24 shows the efficiency and cluster size of the MALTA Cz samples as measured at
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(a) Efficiency of neutron-irradiated n− gap samples.
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(b) Efficiency of neutron-irradiated Czochralski silicon
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Figure 7.25: Efficiency measurements of MALTA Cz as a function of threshold.

DESY test beams as a function of substrate bias voltage. In order to demonstrate the best

detection efficiency, at the bias voltage with the highest efficiency the front-end settings of the

sensor were varied to achieve a lower threshold. The thresholds were measured at CERN after

the test beam. In Fig.7.25, the efficiencies are plotted as function of the threshold.

In Fig. 7.24(a) the efficiency is plotted for n− gap samples irradiated to 1×1015 (magenta/blue

markers) and 2 ×1015 (orange markers) neq/cm2 as a function of bias voltage. For the epitaxial

samples (empty markers), there is a maximum efficiency at 9 or 10 V. For the Czochralski

samples (filled markers), the maximum efficiency is greater and achieved at 50 V, where more

signal is expected due to the deeper depletetion. This is even the case when similar thresholds

are achieved in the epitaxial samples, as shown in Fig. 7.25(a). For the Czochralksi sensors,

the maximum efficiency is above 96% at 1× 1015 neq/cm2 and above 95% at 2× 1015 neq/cm2.

Comparable efficiencies were measured with the Czochralski extra deep p-well sample irradiated

to 1× 1015 neq/cm2 in Fig. 7.24(b). The efficiency for the Czochralski sensors is maximized at

the operational limit of the device, as is the cluster size in Fig. 7.24(c) and 7.24(d). The increase

in cluster size and efficiency suggests that the depletion depth is also increasing with the bias

voltage, as we would expect given the resistivity and depth of silicon in Czochralski samples.

Since the cluster size is also much larger than in the epitaxial samples, presumably more signal

is generated and more than 30 µm of silicon, the maximum thickness of the epitaxial samples, is
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Figure 7.26: Cluster size of an unirradiated n− continuous Czochralski sensor as a function of
substrate bias.

depleted. In the unirradiated Czochralski samples, the cluster size in the Czochralski samples

increases drastically with the bias voltage, as shown in Fig. 7.26. At 30 V, it is above 2.5.

The n− gap and extra deep p-well samples were limited by the large punch-through currents

described in Sec. 7.2.1, and so such a measurement is not as suitable for demonstrating an

increase in depletion.

In-pixel efficiency maps with the best efficiency for the n− gap and continuous n− substrates

on Cz are shown in Fig. 7.27 [67]. The efficiency drops in the corners of the sample with the

continuous n− layer (Fig. 7.27(a)) more drastically than in the sensors with the modified pixel

(Fig. 7.27(b)) at approximately the same threshold and bias. In the continuous n− sample,

however, the efficiency near the pixel center is slightly higher.

For samples with fluences of 1× 1015 neq/cm2, the efficiency is comparable at the same bias

voltages and threshold settings, as shown in 7.25(b) and also Table 7.6 which summarizes the

highest measured efficiencies in MALTA Cz. Unfortunately, wire-bonded extra deep p-well and

n− continuous sensors were not available at test beams with fluences at 2 × 1015 neq/cm2 and

so a comparison between the three pixel designs can only be made at 1× 1015 neq/cm2. Future

test beams should characterize all three pixel designs at and above 2× 1015 neq/cm2.
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(a) Czochralski n− continuous pixel, φ =1e15.
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(b) Czochralski n− gap pixel, φ =1e15.
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(c) Czochralski n− gap pixel, φ =2e15.

Figure 7.27: In-pixel efficiency maps of irradiated Cz samples [67].

7.4 Results summary, comparison of prototypes

The test beam and laboratory measurements demonstrate that MALTA sensors with Czochral-

ski silicon are radiation tolerant to 1 × 1015 neq/cm2 and approaching similar performance

at 2 × 1015 neq/cm2. This is achieved without any modifications to the front-end that were

present in MiniMALTA and helped to improve the efficiency. The n− gap Czochralksi sample

with φ = 2× 1015 neq/cm2 had an efficiency above 95% and based on the comparable results at

1×1015 neq/cm2, it is expected that the other two pixel designs may have comparable efficiency
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Silicon
type/thickness
[µm ]

Fluence
[neq/cm2]

Substrate modifi-
cation

Efficiency [%] Threshold [e] Bias [V]

Epi / 25 0 continuous n− 97.8± 0.3 320 -6

Epi / 30 n− gap 99.1± 0.1 380 -6

Cz / 300 continuous n− 98.4± 0.2 430 -6

Cz / 300 n− gap 98.6± 0.1 360 -6

Cz / 300 extra deep p-well 97.9± 0.1 390 -6

Epi / 30 1× 1015 n− gap 90.7± 0.2 290 -12

Cz / 300 continuous n− 96.5± 0.2 250 -50

Cz / 300 n− gap 96.6± 0.1 260 -50

Cz / 300 extra deep p-well 96.5± 0.1 300 -50

Epi / 30 2× 1015 n− gap 76.6± 0.5 180 -10

Cz / 300 n− gap 95.1± 0.2 240 −55

Table 7.6: Table of best efficiencies and thresholds measured in MALTA Cz in Sector 2 at
different fluences. The uncertainties are statistical and assume a binary distribution.

at 2× 1015 neq/cm2 as well. If the front-end modifications in MiniMALATA were implemented

in a new sensor along with a Cz substrate, this would likely make the sensor operational at

lower thresholds and potentially improve the radiation hardness to unprecedented fluences for

small collection electrode CMOS devices.

Table 7.7 summarizes the measurements completed for the various types of MALTA sensors.

The laboratory results should help inform the design and operation of future versions of the

MALTA sensors. The punch-through currents (Sec. 7.2.1) and loss of hits near the conductive

glue (Sec 7.2.3) are certainly phenomena that ideally would be mitigated or avoided entirely.

They would need to be resolved for implementation of MALTA in a physics experiment. How-

ever, the issues are not factors which have prevented the demonstration of crucial improvements

to the sensor and its radiation tolerance. With the results of MiniMALTA in mind, there are

three types of design modification to be explored in combination which would likely result in

further improvements to the radiation tolerance: pixel substrate design, substrate thickness,

and front-end modifications.
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Silicon
type/thickness
[µm ]

Fluence
[neq/cm2]

TID
[Mrad]

Substrate
modifica-
tion

Efficiency
test beam

55Fe IV X-ray
scan

Epi / 25 0 0 continuous
n−

X X X X

Epi / 25
(laser diced)

continuous
n−

X

Epi / 30 n− gap X X X X

Cz / 300 continuous
n−

X X X X

Cz / 300 n− gap X X X X

Cz / 300 extra deep
p-well

X X X

Epi / 30 1× 1015 1 n− gap X X X

Cz / 300 continuous
n−

X X X

Cz / 300 n− gap X X X

Cz / 300 extra deep
p-well

X X X

Epi / 30 2× 1015 2 n− gap X X X

Cz / 300 n− gap X X X

Epi / 30 8× 1014 100 n− gap X X

Cz / 300 extra deep
p-well

X X

Table 7.7: Table of measurements completed with different types of MALTA samples that are
presented in this chapter. The check mark indicates the measurement was completed, the lack
of a check indicates it was not. The X-ray scans could not be completed for the irradiated
sensors due to lack of a cooling setup for this measurement. The proton-irradiated devices with
φ = 8 × 1014 neq/cm2 were not irradiated prior to the DESY test beam and so did not have
efficiency measurements. The unirradiated extra deep p-well sample was not available for 55Fe
measurement due to its use in other setups.
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Chapter 8

Digital Electromagnetic Calorimetry

for Future Colliders

In addition to use in tracking applications, monolithic active pixels have been proposed for

use in construction of a digital high-granularity electromagnetic calorimeter see e.g. [84–87],

where the high granularity of the pixel sensors is advantageous for reconstruction of objects in

dense environments such as jets. This chapter presents the concept of digital electromagnetic

calorimetry, and both new simulation studies and measurements. The simulations explore

the performance of a MAPS-based calorimeter when implemented as a variant of the general-

purpose detector CLICdet [17] introduced in Sec. 2.2. The new measurements are made using

DECAL prototype pixel sensors in the TowerJazz 180 nm (standard and modified) imaging

processes, with readout logic designed for calorimetry.
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8.1 High-Granularity Digital Electromagnetic Calorime-

try

8.1.1 Motivation for particle flow approaches

For the next generation of particle physics experiments, including the ILC, CLIC, CEPC, and

FCC-ee, FCC-hh, precision measurements and new searches will depend on the analysis of final

states containing hadronic jets, where reconstruction is challenging due to the track density

in high pT jets and, in hadron colliders, also multiple overlapping interactions, giving rise to

very high local detector hit densities. Particle flow algorithms seek to identify and measure

the energy and momentum of each individual particle in a collision, with a focus on hadronic

jets. In order to achieve high precision using particle flow techniques, both high-granularity

calorimeters and sophisticated software to exploit the granularity are required, and are the

subject of ongoing development.

As described in [88], in traditional approaches to calorimetry, jet energies have typically

been measured by summing the energy in the hadronic and electromagnetic calorimeters, and

resulted in jet energy resolutions of the form

σE
E

=
a√

E(GeV)
⊕ b (8.1)

with a = 60% and b at the percent level. To make precise measurements with center-of-mass

energies in the range of 100’s of GeV, a jet energy resolution with a < 30% is required, but not

likely achievable with traditional approach of simply summing the energy in the hadronic and

electromagnetic calorimeters. The limitation is the energy resolution of the hadronic calorimeter

(55%/
√
E(GeV )) that is used to measure most of the jet energy. As shown in Table 8.1, in a

typical jet about 60% of the energy is from charged particles that are observed as a track in the

tracker, 30% is from photons, which are measured in the electromagnetic calorimeter, and 10%
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is from neutral hadrons, the only portion of the jet that must be measured exclusively by the

hadronic calorimeter. If the momenta of charged particles can be measured in the tracker and

these tracks associated to hits in the calorimeters, then the hadronic calorimeter would only

be used to measure the remaining 10% of the energy and thus the jet energy resolution could

be improved, given the relatively poor intrinsic resolution of hadronic calorimeters compared

to all other subdetectors. While this gives a general idea of the potential of a particle flow

approach to calorimetry, in practice it will not be possible to reconstruct every particle perfectly.

To approach this ambitious goal will require the development of both new calorimeters with

superior spatial resolution and new software to take advantage of these devices.

Particle type Fraction of Jet
Energy

Detector Energy Resolu-
tion

Charged particles 0.6 Tracker 10−4E2

Photons 0.3 ECal 0.15/
√
E

Neutral hadrons 0.1 HCal 0.55/
√
E

Table 8.1: Typical jet composition and energy resolution of detectors for the various jet com-
ponents [88].

8.1.2 High-granularity calorimetry

In pursuit of high-granularity calorimetry with particle flow analysis, the CALICE collaboration

has explored several approaches for developing prototypes for both hadronic and electromag-

netic calorimeters, with different sensing mediums and readout schemes [49]. A calorimeter is

designed to measure the energy of specific types of particles: hadronic calorimeters measure

hadronic components from particles such as neutrons, protons, and kaons, while electromag-

netic calorimeters measure charged particles and photons. Calorimeters are made to absorb

and measure the entire energy of particles within the length of the calorimeter and are con-

structed from materials that absorb a large amount of the particles’ energy in a short distance,

though they must also detect the particles from the resulting particle showers. In homogeneous

calorimeters, a single material is used for both absorption and detection, whereas in sampling

calorimeters alternating layers of passive absorbing material and active detectors are used.

As shown in Fig 8.1, the work of the CALICE collaboration is divided into five exploratory
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Figure 8.1: The various branches of development of Particle Flow calorimetry of the CALICE
collaboration.

branches: development of an ECAL with tungsten absorbers and scintillators with analog

readout (ScECAL) or with analog (SiW ECAL) or digital (SiW DECAL) silicon detectors, and

development of analog (AHCAL) and digital (DHCAL) hadronic calorimeters. For hadronic

calorimetry, both steel and tungsten [89] have been considered as absorbing materials by CAL-

ICE, and for sensing materials analog scintillators and digital approaches have been developed.

The work of this thesis and the development of the DECAL prototype sensors is in exploration

of the possibility of a digital SiW calorimeter.

In addition to advantages in granularity, a SiW calorimeter allows for construction of a more

compact calorimeter (and therefore overall detector) than the liquid argon calorimeters that

have been used in the ATLAS experiment and are considered a “baseline” technology for some

future experiments such as FCC-hh. In proposed SiW designs, the absorbing layers of tungsten

are several mm thick and sensing layers of silicon detectors less than 500µm thick, whereas in

ATLAS, the liquid argon used as sensing material is 2 mm thick and comparable to the thickness

of the absorbing layers of lead which ranges from 1.1 to 2.2 mm, as shown in the cross-sections

in Fig. 8.2. Since the relative sensing volume of the SiW design is much smaller than that of

the ATLAS LAr, the same radiation length can be achieved with a shallower calorimeter. The

LAr is 53 cm thick in the barrel region to achieve 24 radiation lengths of attenuation, and in

proposed SiW calorimeters, 22 radiation lengths would be achieved in approximately 20 cm.

This would allow all systems outside of the calorimeter to be smaller. For detector designs with
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the calorimeter inside of a magnetic solenoid, such as the CLICdet design for the proposed

CLIC experiment and simulation work presented in this chapter, a compact SiW calorimeter

decreases the size of the solenoid, a key driver for the cost of a detector [17]. A High-Granularity

Calorimeter (HGCAL) using silicon pads for the ECAL and utilizing concepts from CALICE,

is planned for installation in CMS during Long Shutdown 3.

W absorber, varying thickness O(mm)

Si Substrate ~450 μm

Epitaxial Si ~18 μm

(a) Schematic of a layer in a digital SiW calorimeter
with a monolithic sensor.

(b) Schematic of the accordion layout and cross sec-
tion of the ATlAS LAr calorimeter.

Figure 8.2: Layers in the ATLAS LAr and proposed digital SiW calorimeters.

8.1.3 Digital electromagnetic calorimetry

In the digital version of electromagnetic calorimetry, the energy of a shower is estimated from

the number of pixels that register a hit in a high granularity sensor. This differs from the

analog approach where the energy is estimated from the signal pulse heights in larger (5 × 5

mm2) analog pads. For the digital case, to estimate accurately the number of particles in the

shower and thereby the total energy, it is necessary to have a small pixel size to avoid multiple

particles passing through a single pixel and being effectively recorded as one, a problem known

as saturation.

This digital version of calorimetry is motivated by several factors. It allows the use of MAPS,

which may reduce production and assembly costs and complexity for a large experiment. The
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improved granularity in the digital case may offer improved particle tracking and reconstruction

while maintaining comparable energy resolution, and to this end simulation of integration of

a digital SiW calorimeter into a full detector shows promising results in single particle events,

which are the subject of Sec. 8.3. The radiation hardness of CMOS sensors is maturing, which

increases their potential applications. DECAL prototype sensors have been produced in the

TowerJazz 180 nm CMOS imaging sensor modified process, which has demonstrated radiation

hardness at 1015 neq/cm2 with MALTA as described in detail in Chapters 5, 6, and 7.

8.2 The DECAL chip

The DECAL prototype, shown in Fig. 8.3(a), is a sensor fabricated in the TowerJazz 180 nm

CMOS imaging process with an 18 µm thick high resistivity epitaxial layer and a 64×64 matrix

of 55× 55 µm2 pixels [90]. As its name implies, DECAL is intended for digital electromagnetic

calorimetry and reads out the total number of pixels hits at a rate of 40 MHz. The DECAL

sensor can be configured to readout in “strip mode” for tracking and pre-shower layers or “pad

mode” for pixel counting to give a measure of the total shower energy in regions deeper in

the ECAL where the higher granularity is no longer advantageous for reconstruction and is a

challenge to readout. In strip mode the total number of hits in each strip is summed, with up

to three hits per strip. In pad mode the matrix is divided into four pads of 16 strips each as

shown in Fig. 8.4 and up to 15 hits can be summed from each strip for a total of 240 from a

pad and a maximum occupancy of 960 hits out of 4096 pixels.

In Fig. 8.3(b), a GDS file of a single pixel in DECAL is shown. The pixel is designed with

four small collection electrodes in the corners to have low capacitance and crosstalk, unlike the

MALTA pixel which as a single collection electrode in the pixel center. Each pixel contains a

pre-amplifier, shaper, discriminator and a 5-bit calibration DAC to tune the threshold.

The biasing of DECAL is somewhat different than that on MALTA. Instead of having a

negative voltage applied to the substrate and p-well (usually -6 V) and the collection electrode

held slightly above ground (around +0.8 V), for DECAL, the p-well and substrate are held at
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(a) The DECAL sensor. (b) GDS file of a single pixel in
DECAL.

Figure 8.3: The DECAL sensor.

Figure 8.4: Schematic of the strip and pad modes in DECAL.

0 V and the collection electrode is biased, typically at +3.3 V, but as high as +6.5 V. The

setting of +3.3 V should be above the depletion voltage of the sensor, and this is supported by

55Fe measurements at various bias voltages in this section. While the DECAL biasing results in

a comparable relative bias for MALTA and DECAL between the p-well and collection electrode,

the biasing of the p-well is significantly different between the two devices. The p-well serves

as the bulk for the NMOS transistors in the p-well, and the -6 V bias in MALTA affects their

operation and is near the limit for transistor operation. There is also a difference between the

p-well and substrate biases in MALTA, which can lead to punch-through currents as discussed

and measured in Chapter 7.

A schematic of the in-pixel analog front-end is shown in Fig. 8.5. The front-end consists

of a pre-amplifier coupled to a shaper connected to a comparator along with the threshold

voltage of the chip. The amplifier is capacitively coupled to the discriminator through C5 in

the figure and a voltage DAC biases C5 to allow for tuning of the offset of the shaper’s output
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Figure 8.5: Schematic of the DECAL front-end.

to the comparator. The voltage of this DAC can be sampled with either polarity, depending

on a specific bit of the DAC: positive to effectively increase the pixel threshold, or negative to

decrease it. Unlike the MALTA and other CMOS sensors, DECAL does not have an injection

circuit to measure the threshold. Instead, the noise of the shaper must be used to trigger the

comparator when doing threshold measurements as described in Sec. 8.2.2. For measurements

of the analog front-end, DECAL has a monitoring pixel from which the pre-amplifier and shaper

signal can be read out on separate SMA connections.

DECAL in the TJ Modified process

A second version of the device, known as DECAL FD, with “FD” indicating “full depletion,”

has also been produced. Unlike the original DECAL in the standard Tower Jazz 180 nm process,

DECAL FD is in the modified process with n− gap substrate as in MALTA to improve the

lateral depletion of the device for applications in high radiation environments and high rate

experiments.

Measurements of the digital and analog sectors of both DECAL and DECAL FD devices

were made. The DECAL readout system is shown in Fig. 8.6(b). The sensor was mounted

on a custom-built PCB carrier board shown in Fig. 8.6(a) and connected to a second custom

PCB, the DECAL motherboard, which was connected via FMC to a NEXYS Video board and

allowed for readout and powering with ITSDAQ software [11,91,92].
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(a) DECAL wire bonded to its carrier
board.

(b) The DECAL readout system: carrier board, moth-
erboard, and Nexys FPGA.

Figure 8.6: The DECAL readout system.
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Figure 8.7: Example of Gaussian fit to a waveform from 55Fe X-rays on DECAL FD.

8.2.1 Analog pixel measurements

Measurements were made on the output of the analog front-end of the monitoring pixel of

DECAL and DECAL FD. A radioactive source was placed above the sensor and waveforms of

the preamplifier and shaper output were recorded with a DRS4 500 MHz digital oscilloscope [93].

The DRS4 was triggered on the shaper output with the trigger level such that no hits were

recorded over a duration of approximately 30 seconds when the source was absent. Waveforms

were analyzed offline with a modified version of the analysis used for the 55Fe measurements of

MALTA Cz. As shown in the plotted waveform of 55Fe acquisition in Fig. 8.7, a Gaussian fit to

the leading edge was used to calculate the pulse maximum and rise time. The noise and offset

were calculated as the standard deviation and mean of the voltage values in the time before

the leading edge, respectively.
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The 40 MHz clock was turned off during measurements since this resulted in the removal

of a significant oscillation in the monitoring pixel readout. In Fig. 8.8(a) is a waveform from

the shaper output of the monitoring pixel of DECAL FD with no radioactive source and the

clock on, in 8.8(c) the clock has been turned off, in Fig. 8.8(b) the clock is on during 55Fe

acquisition, and in Fig. 8.8(d) the clock is off during acquisition, which is the mode used for

the results in this thesis. In Fig. 8.8(e), 8.8(f), 8.8(g), and 8.8(h), are the waveforms for the

original DECAL under the same conditions. In both versions of the device, the 40 MHz clock

is coupled to the shaper (and preamplifer) output lines, and for reasonable measurement of

waveform characteristics, had to be turned off. The clock had to remain on during threshold

measurements in order to communicate with the sensor digitally. In the original DECAL, there

is also another oscillation with approximately a 17.5 ns period.

In Table 8.2 are the measurements of the rise time, amplitude, and noise from 55Fe and 90Sr

injection with DECAL and DECAL FD. The values are determined from fits to the distributions

in Fig. 8.9. The signal-to-noise is at a level which leads to questionable detection efficiency,

however, this relatively low pulse amplitude and gain of approximately 6 µV/e may be due to

the buffering of the monitoring pixel output. In simulation, the attenuation factor has been

approximately 2, however, it may be greater in reality. The currents for biasing the preamplifer,

shaper, and buffer for the monitoring pixel were varied between 0 and 1 mA, but at no point

was a significant increase in the signal amplitude observed. To more accurately measure the

amplitude that is seen by the comparator, the analog and digital outputs should be measured

simultaneously with a source with a sufficiently high rate and energy. Previous measurements

with the old DECAL device in an X-ray tube at Rutherford Appleton Laboratory (RAL)

measured a gain of 32 µV/e, however, the results need to be checked and both the old results

should be reproduced as well as measurements taken for the DECAL FD. Further measurements

must be made to resolve the apparent conflict between the previous measurements and those

in this section. Plans were in place to measure DECAL in a high-flux X-ray tube at RAL, but

unfortunately, due to a series of delays, the measurement was pushed beyond the scope of this

work.
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(a) DECAL FD shaper output with
the clock on and no source.
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(b) DECAL FD shaper output from
55Fe with the clock on.
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(c) DECAL FD shaper output with
the clock off and no source.
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(d) DECAL FD shaper output from
55Fe with the clock off. This mode
was used for measurement.
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(e) DECAL shaper output with the
clock on and no source.
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(f) DECAL shaper output with the
clock on and an 55Fe source.
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(g) DECAL shaper output with the
clock off and no source.
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(h) DECAL shaper output with the
clock off and an 55Fe source.

Figure 8.8: Waveforms from DECAL and DECAL FD with the clock on and off and an 55Fe
source present or not. Turning off the clock removes the 40 MHz oscillation, and there is a
negative polarity signal from the source.
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(a) Amplitude of DECAL FD with an 55Fe X-ray
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(b) Rise time of DECAL FD with an 55Fe X-ray
source.
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Figure 8.9: Fits to distributions of pulse measurements.

Pulse Measurement Source DECAL DECAL FD
Amplitude [mV] 55Fe 11.47± 0.04 9.090 ±

0.004
Noise [mV] 55Fe 3.43± 0.01 1.988 ±

0.0001
Rise time [ns] 90Sr 53.01± 0.04 40.92± 0.04

Table 8.2: Measurements of DECAL and DECAL FD waveforms with 55Fe and 90Sr. Measure-
ments are determined from Gaussian fits to distributions as in Fig 8.9.

The bias voltage of the DECAL collection electrode can be sourced from an external power

supply and allows for higher bias voltage values than 3.3 V. In Table 8.3 are the acquisition rate

and pulse amplitude as measured with DECAL FD and 55Fe at various collection electrode bias

voltages. The amplitude does not increase much with the bias since the deposition of charge

from an X-ray occurs in a small region in the silicon, while the acquisition rate does increase,
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presumably due to increasing depletion depth. This measurement suggests that DECAL is fully

depleted by around 3 V. The rise times decrease with bias, presumably since the sensor is fully

depleted and the field in the depletion region increases along with the carrier drift velocity.

Collection
electrode
bias [V]

Acquisition Rate
[Hz]

k-α amplitude
[mV]

Rise Time [ns]

0.5 0.71 ± 0.02 8.21 ± 0.03 44.5 ± 0.5
1 1.32 ±0.04 8.45 ± 0.04 42.7± 0.4
2 1.92 ±0.05 8.67±0.04 42.6±0.04
3 2.19±0.07 8.82±0.04 41.9±0.04
4 2.42±0.08 8.97±0.04 40.4±0.04
5 2.51±0.08 9.08±0.04 40.2±0.04
6 2.57±0.08 9.27±0.04 39.9±0.03

Table 8.3: Measurements with X-ray source at different substrate voltages of DECAL.

8.2.2 Threshold Measurements

Measurements of the digital sector confirmed the counting logic and allowed for the measure-

ment of pixel noise and pedestal levels.

As previously mentioned, the circuitry of DECAL is not equipped with a sort of calibration

circuit as in many silicon sensor front-ends such as the one in MALTA. Due to this, a typical

threshold scan in which a threshold DAC is set on the sensor and the calibration charge is varied

is not possible. Instead, the threshold setting of DECAL is varied, and the noise pedestal is

measured. The threshold in DECAL is a crossing threshold, meaning that the input signal

must cross the threshold value to trigger the in-pixel discriminator; the shaper output voltage

being above or below the threshold value will not result in hits. The in-pixel tuning DAC of

DECAL is configured with five bits, four which set the voltage value for the correction, and

one for the polarity of this correction.

To measure the noise pedestal of DECAL FD, the threshold voltage was varied and data

was acquired with DECAL for a set number of 25 ns cycles and the number of hits at each

threshold voltage was recorded. These measurements were made in the default configuration,

that is with no voltage on the pixel tuning DAC. A single row of DECAL FD was enabled at a
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(b) Mean pedestal values for DECAL in the base con-
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Figure 8.10: Threshold scans of DECAL.

time, so hits from a given strip corresponded to a single pixel. This was done for all rows, and

combined as in Fig. 8.10(a), where the mean pedestal values are plotted for the pixel matrix

of DECAL. In Fig. 8.10(b) and 8.10(c) the mean and RMS values of the single-pixel pedestals

are put into a single histogram. The mean noise value of 4.6 mV suggests that the 40 MHz

clock signal observed in the analog output is not propagated to the pixel matrix or front-end,

since the 30 mV peak-to-peak amplitude of the clock signal would result in more than 4.6 mV

of noise.

In Fig. 8.10(d), all hits from threshold scans are plotted against the value of the pixel tuning

DAC and the threshold voltage. The response to the DAC is linear as intended, and has a range

of approximately 150 mV. Since most pedestal values are within 150 mV of the mean pedestal
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value shown in 8.10(b), in principle the DECAL sensor can be tuned to achieve a narrow overall

pedestal on the sensor which would allow for the setting of a global threshold.

Digital Measurement

The counting logic was tested in previous measurements of the original DECAL by a direct

injection of specific bit patterns into the test register, known as number injection. Both strip

and pad mode were tested in [94]. In strip mode, up to 3 pixel hits can be counted in a single

strip, and in pad mode 15 can be counted per strip, though at the cost of granularity.

In strip mode, the pattern ‘11’ was injected into the test register. Each strip reads out 2

bits, so the total output for all 64 strips is a 128 bit word. For strip 0, the first 2 bits should

be set, in strip 1, the next 2, and so on until the bits 126 and 127 are set in strip 63. This is

what was measured in DECAL as shown in 8.11(a).

(a) Injection of ‘11’ in strip mode. (b) Injection of ‘b01111’ in pad
mode.

(c) Injection of ‘b01111’ in pad
mode.

Figure 8.11: Testing of the digital sector of DECAL with number injection.

For pad mode, two tests were done. In the first, the pattern ‘01111’ was clocked into the test

register, corresponding to 15 hits. As this propagates through a 16-strip pad, the total number

of hits should be incremented in steps of 15 until 240 is reached in the last strip of the pad.

Then the summation in the next pad should begin. This is what is measured in 8.11(b). In the

second test, the pattern ‘10000’ is clocked, corresponding to 16 hits and results in the overflow

of a strip when injected in pad mode. The summation output stays at 0, but the overflow bit

is set in each strip, and sums to 16 for the 16 strips in the entire pad. This is what is observed
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in Fig. 8.11(c) (note the scale of the z-axis has a maximum of 16 here, and 240 in the other

pad test).

8.3 Simulation Results

To estimate and compare the performance of analog and digital SiW calorimeters, simulations

were made of single particle events in the CLICdet detector design for the proposed CLIC

experiment [17], which is closely based on the SiD detector for the ILC. Cross-sections of the

detector are shown in Fig. 8.12. This detector was selected for ease of use and applicability:

previous work has been with a robust, well-maintained detector simulation and event recon-

struction package, ilcsoft, and the results are applicable to other detectors of similar design since

the simulation is of single particles and not of TeV e+e− events [95]. The work in this thesis was

with ilcsoft-v02-04 (July 2019). The hit digitization and event reconstruction is performed

by Modular Analysis and Reconstruction for LINear Collider (Marlin), a reconstruction frame-

work for linear colliders, which includes implementation of the Pandora Software Development

Kit and Pandora Particle Flow Analysis (PandoraPFA) [88, 96, 97] used for clustering and re-

construction. A GEANT4 particle gun was used to generate Monte Carlo samples of events

and the energy deposition in the detector system was simulated with DD4HEP [76,98].

The pixel pitch in the simulated MAPS was 50 µm and in the analog sensors 5 mm. In

both cases the overall thickness of the silicon was set to 500 µm, though in the case of MAPS,

sensing layers could potentially be much thinner. For example, the MALTA sensor is 300 µm

thick and chips have been thinned to and operated at 100 µm.

The basic steps in PandoraPFA can be summarized as follows:

Clustering Hits in the calorimeter are clustered together, with cluster seeds potentially coming

from the tracks in the tracker.

Track association Clusters are associated with tracks in the tracker. Clusters with an asso-

ciated track are assumed to be from charged particles, and clusters without a track are

assumed to be neutral.
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(a) Front view of CLICdet. (b) A quadrant of CLICdet.

Figure 8.12: Proposed CLICdet detector [17].

Fragment removal Small clusters called fragments are associated with larger ones, poten-

tially using track information.

Particle flow objects Particles are reconstructed and dubbed particle flow objects. When

available, tracks are used to determine particle properties.

Particle identification Particle flow objects are assigned a final identification and corre-

sponding Particle Data Group (PDG) code.

8.3.1 Reconstruction calibration

In order to run simulations with the analog and digital calorimeters, the digital calorimeter

was calibrated using single particle samples at various energies as described in a calibration

procedure included in the CLIC reconstruction portion of the ilscsoft package. The procedures

involved extraction of the digitization and calibration constants used for the energy in Pan-

doraPFA for the electromagnetic and hadronic calorimeters. Two samples, one of 10 GeV γ

and one of 20 GeV K0
L, were used for the electromagnetic and hadronic calorimeters, respec-

tively. The energies measured with the calibrated values obtained after an iterative procedure
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(b) Reconstructed energy of 20 GeV kLong for cali-
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(c) Reconstructed energy of 10 GeV photons for cali-
bration of the ECAL Pandora constants.
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Figure 8.13: Simulated data and corresponding fits used in the Pandora calibration procedure.

are shown in Fig. 8.13: in Fig. 8.13(a), 8.13(b), and 8.13(c), the fit values are within desired

accuracy, and in Fig. 8.13(d), the conversion factors for estimating hadronic energy in the

electromagnetic calorimeter and vice versa are calibrated by tuning the intercepts of a linear

fit to the data at 20 GeV. The digitization calibration is 92 pixels per GeV of shower energy

for a 40-layer thick calorimeter. This 40-layer geometry was selected based on the superior

energy resolution in simulation results in [17] and studies similar to those in Sec. 8.3.2 as a

confirmation.
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8.3.2 Energy Resolution studies

Single particle events of photons and electrons were used to measure the energy resolution in the

analog and digital calorimeters. The results of these studies demonstrate comparable energy

resolution in the analog and digital calorimeters as did previous studies [17, 99]. For particles

at a given energy, the distribution of the number of hits above threshold in the calorimeter was

fit with a Gaussian, as in Fig. 8.14(a) with 50 GeV γ. The mean of these fits for samples of

photons are shown in Fig. 8.14(b) and 8.14(c) as a function of the true energy, and are fit with

linear and quadratic functions. The quadratic term is small and demonstrates good linearity;

there is no evidence of saturation up to 100 GeV.

The energy resolution is calculated as the standard deviation of the mean number of hits as

estimated from the sigma of the Gaussian distributions at each energy. In Figs. 8.14(d) and

8.14(e) the energy resolution is plotted as a function of the true energy and fit with a function

of the form

σ(E)

E
=

a√
E

+
b

E
+ c (8.2)

In equation 8.2 the energy resolution of measurements of electromagnetic showers is parameter-

ized, where a is the stochastic term, representing statistical fluctuations in the shower process

and sampling of energy by the detector, b is the noise term which characterizes electronic and

background noise, and c is the constant term caused by calibration uncertainty and non-linearity

of response. Since no additional electronic noise was included in the detector simulation, b is

expected to be 0 in these simulation results. At low energies, there is little pixel saturation and

the calibration term c is small and the resolution is dominated by a. As in previous studies, the

energy resolution at this energy scale is comparable between the analog and digital calorimeters

with a = 0.13± 0.003 in the digital case and a = 0.15± 0.003 for the analog.

With the energy resolution in single particle studies confirmed to be comparable between

analog and digital calorimeters, it was of interest to compare the performance of the two

designs in more sophisticated reconstruction tasks such as π0 reconstruction.
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Figure 8.14: Reconstructed energy and energy resolution for single photon events the analog
and digital calorimeters.
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8.3.3 π0 reconstruction studies

In order to investigate the performance of the digital calorimeter in reconstruction of spatially

confined decays, reconstruction of the π0 was studied. A π0 decays to two photons with a

branching ratio of 98.8% and mean lifetime of 8.4×10−17 s [23]. The invariant mass can be

inferred from the measurement of two closely spaced photons as:

M =
√

2E1E2(1− cosα), (8.3)

where α is the angle between the two photons and E1 and E2 are the energies of the individual

photons. Hence, to reconstruct the π0 mass reliably, it is necessary to measure accurately the

energy and direction of the two photons. The DECAL provides higher granularity with 1/100

of the pixel pitch than in the proposed SiW analog calorimeter, and therefore may allow more

accurate reconstruction of photon showers and the π0 mass.

However, the reconstruction may be limited by the characteristics of electromagnetic showers,

and not the granularity of the detector. The Molière radius of a material is the radius of a

cylinder which contains 90% of the energy in an electromagnetic shower generated by that

material, and is found as

rM =
21 MeV

EC
X0, (8.4)

where EC andX0 are the critical energy (at which the probability of energy loss by bremsstrahlung

and ionization are equal for an electron) and radiation length of the material. For tungsten, the

Molière radius is 0.9327 cm [23], already larger than the 5× 5 mm pixel size proposed for the

analog calorimeter in CLICdet. Therefore, there may be more benefit for resolving two nearby

electromagnetic showers from the improved granularity of the DECAL before the showers have

traveled deep into the calorimeter.

With the proposed calorimeter minimum radius of r = 1.5 m and the fact that the simulated

π0 will decay almost immediately at the interaction point, the Molière radius corresponds to
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an angle of

αMolière(CLICdet) = sin−1(0.0009327/1.5) = 0.0062 rad (8.5)

The opening angle between the two photons is minimized when the two photons have equal

energy

α(E1, E2) = 2 sin−1(Mπ0/
√

4E1E2)α(E/2, E/2) = 2 sin−1(Mπ0/E) (8.6)

and is equal to the αMolière(CLICdet) when E = 135MeV
sin 0.0062/2

= 43 GeV. For π0 with energies

comparable to or above this, it may be challenging to resolve the angle between the two photons

or even recognize two distinct showers in the first place.

The results of the simulations confirm the minimum angle between the two photons. Fig-

ures 8.15(a) and 8.15(b) show the true and reconstructed opening angles as a function of

simulated π0 energies, respectively, with the minimum expected opening angle indicated by the

red line. In some cases the reconstructed angle differs from the MC truth and is sometimes

even less than this minimum. As the π0 energy is increased, there are fewer events in which two

distinct photons are correctly identified, as expected because the separation angle decreases.

However, this drop off in reconstruction at higher energies was somewhat sharper than ex-

pected, and the reconstruction efficiency at low energies also less than expected, therefore the

individual steps in the π0 reconstruction were investigated more thoroughly, and the range of a

valid comparison between the two is limited to energies 10 GeV and below, and there are some

unexpected results as the energy approaches 10 GeV.

Intuitively, many of the events where only a single cluster has been identified should really

have two clusters. Figures 8.16(a) and 8.16(b) give 2-D histograms of the z − y positions1

of hits in the calorimeter from a 20 and a 50 GeV π0 with the minimum photon separation

angle that have been identified as single photons in PandoraPFA. In Fig. 8.16(c) and 8.16(d)

are projections of hits from similar (but not the exact same) events in a single dimension

perpendicular to the π0 momentum. In both sets of figures, the hits marked in red are from

the first five layers of the calorimeter. Even at the minimum angle with a π0 energy of 50 GeV,

1Directions perpendicular to π0 momentum vector.
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a function of π0 true energy.

Figure 8.15: Photon separation angles.
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0

2

4

6

8

10

12

14

16

18

20

22

30− 20− 10− 0 10 20 30
Z [mm]

30−

20−

10−

0

10

20

30

Y
 [
m

m
]

hXY
Entries 4.004678e+07

Mean x 0.1659−

Mean y 0.241−

Std Dev x 6.909

Std Dev y 6.479

(b) Simulated hits in the DECAL from a 50 GeV π0.
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(d) Simulated hits in the DECAL from a 50 GeV π0.

Figure 8.16: Projected DECAL hits for single 20 GeV and 50 GeV π0. The hits in red are from
the first five layers of the ECAL.
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calorimeter and a Gaussian fit to the data.
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(b) Pion reconstructed mass as a function of true en-
ergy.
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Figure 8.17: Pion reconstructed mass resolution.

one would intuitively expect that two clusters could be identified from measurements such as

these and the failure to do so is a shortcoming of the tuning of Pandora clustering algorithms,

in particular the ConeClustering algorithm, for the digital calorimeter. In general, improving

the photon reconstruction and clustering may require: the development of new algorithms,

possibly involving emphasis on hits from the first few layers; tuning and training of both new

and existing algorithms with large samples of single photons; and/or the adjustment of the

settings of key parameters which are tied to assumptions about detector geometry.

Hits from even just the first five layers may be sufficient to separate clusters, and have

additional benefit. If clustering can be performed in just the first few layers, there would be

less stringent readout requirements for a digital calorimeter. For example, the first five layers
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could be configured to read out pixel positions or strip positions on back-to-back sensors, but

the remaining layers could be operated with only strip or chip-level precision readout.

For π0 energies at and below 10 GeV, comparisons can be made between the analog and

digital calorimeters. In Fig. 8.17(a), the distribution of the reconstructed mass for 8 GeV π0 in

the digital calorimeter is given. The mean value of the Gaussian fit, 136.3 MeV, is consistent

with the generated π0 mass. The reconstruction is reasonably accurate below 20 GeV, as shown

in Fig. 8.17(b) by the mean values extracted from the Gaussian fits to the reconstructed mass as

a function of the pion energy. Both the analog and digital calorimeters reliably reconstructed

the pion mass of 135 MeV for pions up to energies near 20 GeV. At higher energies, the

opening angles may be too small to reconstruct the mass reliably, and the photon reconstruction

algorithm may benefit from further development or tuning as previously discussed.

The resolution of the reconstructed invariant mass, defined as σ(M)/M , is plotted in Fig. 8.17(c).

Below 8 GeV, the mass resolution may be better for the digital calorimeter. This is probably due

to better performance in resolving the angle between the two photons as shown in Fig. 8.18(a)

of the residuals of the separation angle as a function of the π0 energy. The residuals are ex-

tracted from Gaussian fits to the reconstructed separation angle, as shown for 5 GeV π0 given

in Figs. 8.18(b) and 8.18(c) for the analog and digital calorimeters, respectively. Above 6 GeV,

the trend unexpectedly changes to the analog calorimeter having smaller residuals, likely due

to shortcomings in the implementation of PandoraPFA which would take a significant effort

to resolve. This improvement in resolving small angles and thereby the π0 invariant mass is

the exact type of improvement expected when using the much finer granularity of the digital

calorimeter. With a project focused on the refinements to the photon algorithm, the true bene-

fits of the ultra high-granularity digital electromagnetic calorimeter can be thoroughly explored

and may provide insight for the development of the next generation of calorimeters and particle

detectors.

As previously mentioned, it was found that with the existing settings and algorithms for pho-

ton reconstruction in PandoraPFA, there are some shortcomings which likely can be improved

in future implementations of PandoraPFA and studies on digital high-granularity calorimetry
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Figure 8.18: Angles between photons.

similar to this one. In general, the photon reconstruction with the digital calorimeter was not

as precisely tuned as for the analog case, which had been the focus of extensive work [100]. In

the π0 reconstruction, for the digital calorimeter, photons with smaller energies (≤1 GeV) are

not as reliably reconstructed with the digital calorimeter since they were often misidentified as

neutrons. To this end, reconstruction of single photons was explored.

The reconstruction of single photons as a function of their true energy is shown in Fig. 8.19.

Figure 8.19(a) presents the fraction of single photons correctly identified, while Fig. 8.19(b)

gives the fraction identified as a neutral hadrons, which is more than 70% for 1 GeV photons

in the digital calorimeter. Figure 8.19(c) shows the fraction of events in which more than one

photon has been reconstructed. At every energy, the performance of the analog calorimeter is
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better. At low energies the tendency of photons in the digital calorimeter to be identified as

neutrons is detrimental to the π0 reconstruction. To mitigate the effects of the tuning of the

current method used within Pandora and allow studies to examine the potential benefit of the

small DECAL pixel size, an algorithm in Pandora known as LCCheating was used to assign the

true particle identity to reconstructed objects in Pandora. This “cheating” algorithm does not

affect the formation of clusters, only the particle identification associated with clusters, and so

does not hinder the investigation of the potential advantage of the ultra high-granularity of the

digital calorimeter.

In the reconstruction of π0, two additional modifications were made to the implementation

of reconstruction algorithms in Pandora. For the digital calorimeter, the FragmentRemoval

algorithm tended to identify the cluster from the less energetic of the two photons as a fragment

of the cluster from the more energetic photon and combine the two into one cluster, thus failing

to reconstruct the two photons and thereby the π0. Simply turning the FragmentRemoval off

improves results for π0 below 20 GeV. However, for higher energies the fragment removal is

helpful to perform its intended function of combining cluster fragments to the original clusters,

and without it there are false positives which lead to the seeming increase in efficiency above

50 GeV as in Fig. 8.20(a). Hence, for the results in this section, the FragmentRemoval is off

below 20 GeV and on otherwise. The second change was to set the energy scaling of ECAL

hits to be constant, since there were still a small number of hits for which a different scaling

would be used due to misidentification as being from hadronic components.

Even with these simple improvements to the photon reconstruction, the clustering algorithms

leave much to be desired. As discussed previously, the minimum separation angle and Moliére

radius are comparable for π0 with energies of 43 GeV and above. However, at 10 GeV the

minimum separation angle is 0.027 rad, over four times αMoliere(CLICdet) = 0.0062.

In any case, in order to more deeply and reliably explore the possibilities of high-granularity

digital calorimetry, it is likely that significant work must be put into the photon reconstruction

in the Pandora Particle Flow analysis. In this implementation, PandoraPFA struggles with

seemingly simple identification problems, and a thorough treatment of the photon reconstruc-
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(b) Rate of misidentification of photons as neutrons.
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Figure 8.19: Efficiency of reconstruction of single photons.

tion algorithms for the digital calorimeter may be necessary as was for the analog calorimeter

in [100].

In spite of these identified areas for improvement of the photon reconstruction, with the

small changes to the implementation of PandoraPFA described above (adding LCCheating,

turning off FragmentRemoval below 20 GeV, and removing the scaling for hadronic energy

in the ECAL) the reconstruction can be improved to be comparable to or better than the

analog for certain constraints. The efficiency of the reconstruction is plotted in Fig. 8.20(a)

as a function of the pion true energy, where efficiency is defined as the fraction of events in

which exactly two photons are identified. In Fig. 8.20(b) are the fraction of events in which a

single photon is reconstructed, that is, the two photon clusters are merged. Below 5 GeV, the
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Figure 8.20: Efficiency for photon identification in simulated π0 decays.

efficiency is comparable for analog and digital, however, above this, the efficiency in the digital

calorimeter drops off much more quickly. Both show significantly poorer performance above

20 GeV, suggesting there may still improvements to be made to the photon reconstruction in

the analog calorimeter as well.

8.4 Conclusions

The simulation of a digital calorimeter for use in particle physics experiments has shown promis-

ing results, with comparable energy resolution to the analog calorimeter, and the potential to

improve discrimination of higher energy photons from π0 decays. In regions where the effi-

ciency of the π0 reconstruction algorithm is comparable in the analog and digital calorimeters,

the angular resolution and thereby the mass resolution is superior in the digital calorimeter.

However, it was found that the π0 reconstruction was not effective for the digital calorimeter,

and efficiency was vastly superior in the analog calorimeter due to superior performance in the

photon clustering and identification. While moderate changes were made to the reconstruction

to generate the results in this chapter, there is significant room for improvement to the clus-

tering algorithms that would allow for deeper demonstration of the potential advantages (or

lack thereof) of a digital electromagnetic calorimeter and potentially influence a preference for

digital or analog ECAL in particle physics experiments.
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With the DECAL sensor, an early prototype sensor for use in a digital ECAL, the perfor-

mance of the digital and analog sectors has been demonstrated. The counting logic is functional

in previous number injection studies, noise pedestals were measured at all pixel tuning DACs in

threshold scans, and single pixel noise pedestals and the analog monitoring pixel were measured.

In DECAL FD, the average single-pixel noise was measured as 4.6 mV, however, the gain of

6 µV/e in 55Fe measurements of the monitoring pixel was surprisingly low in light of previous

results in which a gain of 32 µV/e was measured [101]. Future measurement of the sensor in a

high-flux X-ray tube at RAL are intended to resolve the discrepancy between the two. If the

results do not confirm a gain of 32 µV/e [101], but are closer to the analog measurements, the

device may be difficult to operate as an effective MIP detector. In that case, future versions of

DECAL would need to modify the front-end to increase the gain and signal-to-noise in DECAL.

In some other devices, like the modified MiniMALTA front-end, the gain is more than an order

of magnitude higher than even the 32 µV/e, and other MAPS for MIP detection have even

higher gain. Given this, and other challenges with the device, a redesign of the front-end is

prudent and also feasible in the next version of DECAL in order for continued consideration of

its intended use as a MIP detector.
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Summary and Outlook

In the work presented in this thesis, potential sensor technologies were characterized for particle

physics experiments, including strip sensors for the ATLAS ITk, but with a primary focus on

testing and demonstrating the suitability of MAPS technology for particle physics applications.

The small collection MAPS technology offers a number of intrinsic advantages such as low-mass,

low-power-consumption, low-noise, and other advantages due to the robust commercial demand

for CMOS technologies. Sensors in the TowerJazz 180 nm modified CMOS imaging process

were characterized and demonstrate the potential for the implementation of small collection

electrode MAPS in high-radiation (φ > 1 × 1015 neq/cm2) environments as high-granularity

sensors for applications in tracking and calorimetry. The results with various design modifica-

tions demonstrate a clear path for sensor research and development to achieve higher radiation

tolerance.

For use in the ITk, ATLAS17 strip sensors were irradiated and characterized. The ATLAS17

strip sensors were demonstrated to have sufficient radiation hardness in terms of CCE and

interstrip resistance, however, in the work, there were found to be issues with the damage seen

at a given dose at the MC40 Cyclotron at Birmingham. These issues were investigated and

rectified such that more recent results with irradiation of ATLAS strips have been comparable

to results with sensors irradiated at other facilities, though there are still some intermittent

anomalous results with the MC40 beamline and further investigation is necessary and ongoing.
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Based on this CCE and interstrip resistance characterization and others like it, refined versions

of the ATLAS17 sensors will be used in the construction of the ATLAS ITk Strip Detector.

For the latest prototypes of MALTA, a small collection electrode DMAPS, improved radiation

hardness was demonstrated with full-efficiency (97%) measured at φ = 1 × 1015 neq/cm2 for

MiniMALTA and MALTA Cz. This was achieved through design changes to the front-end and

pixel substrate which are being further explored in MALTA 2 (not studied in this work) and

future versions of the device with the combinations of and refinements to both types of design

changes.

The MALTA MAPS were targeted for tracking in the ATLAS ITk, originally in the initial

installation along with the rest of the ITk, but now as a potential replacement for the inner pixel

layers following Run 4. The original MALTA device was expected to have radiation tolerance

to φ = 1 × 1015 neq/cm2 based on results with the TowerJazz Investigator, however, this was

shown to not be the case in the test beams which measured a peak efficiency of 78% at that

fluence. The low efficiency was due to a drop in efficiency in the corners of pixels, as might be

expected given the small collection electrodes.

MiniMALTA was developed to have improved radiation hardness in the pixel corners and had

seven new pixel designs with modifications to the front-end, pixel substrate, or both. The front-

end modifications were demonstrated to result in improved threshold and gain characteristics

relative to the original front-end in laboratory measurements, and all modified pixel designs

were measured to have improved radiation hardness. In the pixels with both modifications,

radiation hardness was greatest and demonstrated to be above 1×1015 neq/cm2. Measurements

at Diamond with a 2-µm x-ray beam demonstrated that the pixel response in the corners was

greatly improved compared to the original MALTA pixel design, as was was the efficiency in

electron test beams with an overall increase in efficiency from 78% to above 98%.

The pixel substrate modifications were also implemented in full size epitaxial and Czochralski

silicon versions of MALTA (which did not have the front-end modifications). The Czochralski

silicon has two potential advantages: it allows for a thicker (up to 300 µm) collection volume

than the epitaxial (up to 30µm), and thereby more signal, and the silicon itself has different
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impurity concentrations that can improve the radiation tolerance. In both unirradiated and

irradiated sensors, the cluster size was shown to increase as a function of voltage, presumably

due to an increase in depletion depth that is expected at those voltages. For the irradiated

sensors, the efficiency also increased as a function of bias voltage, while in the unirradiated

sensors, the efficiency did not increase significantly since sensors had high efficiency even at

the minimum substrate bias of 6 V. The Czochralski silicon was demonstrated to lead to

radiation tolerance to 1×1015 neq/cm2 with even the original MALTA pixel design. An n− gap

Czochralski sensor had 95% efficiency with φ = 2 × 1015 neq/cm2, and based on comparable

results at φ = 1 × 1015 neq/cm2, the other two pixel substrate designs presumably would also

have comparable results at φ = 2× 1015 neq/cm2, if these had been available for testing.

While the improvement in radiation tolerance for MALTA devices is significant, there are

other requirements for inclusion in an experiment which are of concern based on existing issues

discovered throughout characterization of the device. Resolving these issues will potentially lead

to improved radiation tolerance as well, for example by allowing higher operational voltages or

the ability to cope with higher event and noise rates. Work is being done to fix or mitigate

these sources of concern, listed below.

• The O(mA) currents are orders of magnitude higher than devices typically implemented

in physics experiments, and so the punch-through currents are of great concern. The

mitigation of this current is being taken into consideration for future pixel substrate

design and is being investigated in TCAD simulations.

• The Czochralski sensors with these designs also demonstrate inhomogeneity in the pixel

response due the presence conductive glue, which is potentially troublesome for operation.

The biasing of MALTA without a conductive glue is an ongoing development.

• The merger must be fixed, since the OR merger too easily results in hit corruption. This

should be fixed in future versions of MALTA.

• The pixel masking scheme of using coincidences between rows, columns, and diagonals is

undesirable due to the unintentional masking of “ghost pixels” (as well as the ineffective-
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ness of this masking), as is the fact the only a global threshold can be set. To rectify these

concerns, designs to include in-pixel masking and in-pixel tuning have been proposed and

are discussed in detail in [65].

In spite of these concerns, between MiniMALTA and MALTA Cz, there have been three types

of modification demonstrated to lead to improved radiation tolerance: pixel substrate, front-

end, and collection volume thickness. As of now, a combination of front-end modifications and

Czochralski silicon may be most promising. This would avoid the punch-through currents and

response inhomogeneity measured in sensors with the pixel modification and/or Czochralski

silicon, but allow for the improved front-end and collection volume. The MALTA 2 devices,

which is currently being tested, but is beyond the timescale for this thesis, features two new

front-end designs which should have even higher gain than the MiniMALTA modified front-

end, and in one design the ability to tune the response of the M3 transistor. The sensor

has been produced with both epitaxial and Czochralski silicon in the n− gap and extra deep

p-well sensor designs. The MALTA 2 is expected to have radiation tolerance above that of

MiniMALTA and further improvements to resolve the yet-addressed issues in the next version

of the device, MALTA 3, and subsequent versions, could lead to even higher tolerance and

broader possibilities for inclusion in particle physics experiments. The results with the MALTA

sensors demonstrate the potential to greatly improve radiation tolerance in the intrinsically low-

noise small collection electrode MAPS designs for ATLAS, and stimulate interest in a number

of potential paths forward for development of the sensor and the TowerJazz 180 nm modified

process.

Digital electromagnetic calorimtetry, a novel application of silicon sensors where DMAPS

may improve performance in reconstruction with Particle Flow techniques, was investigated in

simulations to compare the performance of analog and digital SiW calorimters in reconstruction

of single particle events. The simulated digital calorimeter has much finer granularity than the

analog (50 µm pixel pitch compared to 5 mm) that should enable more accurate event recon-

struction. There is an improvement in reconstruction of π0 due to the improved granularity, but

quantifying this proved difficult due to challenges in application of the Photon Reconstruction
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algorithm of the available software package developed for SiW calorimetry at CLIC. Follow-

up work focused on the training and tuning of this algorithm in the Pandora Particle Flow

Analysis should produce results which can more easily be quantified and more clearly motivate

development of digital electromagnetic calorimetry.

The feasibility of digital ECAL was also explored with a prototype sensor with a 55 µm pixel

pitch, the DECAL sensor, also in the TowerJazz 180 nm CMOS imaging process. The counting

logic of the device has been demonstrated in both pad and strip modes, and the front-end was

characterized in versions of the device in the standard process and modified process with the n−

gap pixel modification. While the gain is possibly too low for efficient particle detection in the

current version of the front-end, this can almost certainly be rectified in future versions of the

device given the results with other TowerJazz 180 nm small collection electrode devices such as

MALTA and Monopix. A new version of DECAL or a similar sensor with gain characteristics

comparable to those of MALTA would be potentially radiation hard to φ = 1×1015 neq/cm2 and

feature the counting logic to allow for digital calorimetry and the associated possible physics

advantages. Such a sensor would be a low-mass, high granularity, low-capacitance, monolithic

CMOS sensor with radiation hardness that would be suitable for a very compact calorimeter

design for linear collider, circular e+e− and even barrel calorimetry at future hadron colliders.

Through the characterization of MALTA and DECAL, the potential for implementation of

MAPS for tracking and calorimetry in high-radiation experiments has been demonstrated. If

the radiation hardness can be improved even further there is the possibility to develop a fully

silicon, high-granularity digital detector with low mass, low volume, low power consumption,

potentially low cost, and tracking for Particle Flow Analysis from the vertex detector through

the electromagnetic calorimeter. The low mass of this detector could have minimal multiple

scattering in the vertex detector, allowing for precise reconstruction of impact parameters,

essential for event reconstruction and the probing of matter at even finer scales in the pursuit

of higher precision physics measurements and searches for new phenomena.
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