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Abstract

With the implementation of proton beam therapy; modern radiotherapy treatments have better

outcomes than ever before. Likewise, the development of spatially fractionated radiotherapy treat-

ments have shown tremendous potential in pre-clinical studies for improving patient outcomes.

Both of these implementation come at the cost of increasing complexity, providing a greater chal-

lenge for both routine quality assurance and primary standard dosimetry. Simultaneously, recent

advances in the field of silicon radiation detectors offer a possible solution for high resolution

real-time monitoring would would increase confidence in the dosimetry.

This thesis describes the application of Silicon Strip Detectors (SSD) and Complementary

Metal-Oxide Semiconductor (CMOS) devices to X-ray and Proton beam therapies with the inten-

tion to develop new methods of quality assurance and a combined system using the NPL Graphite

Calorimeter for proton radiotherapy. A combined system using a large-format CMOS is tested in

6 MV X-ray beams at the NPL, verifying the concept and providing a proof of principle.

These measurements produced some unexpected results, which required the development of a

model of the Calorimeter in COMSOL, a finite-element simulation software package, to study and

better understand the internal heat flow. The developed model can use parameterised beam data

acquired by an independent silicon detector (whether CMOS or SSD detectors) as a heat source

for coupled simulations of delivered beams. After validating against experimental results, the

model was subjected to fields of radiation representative of Pencil beam scanning (PBS), providing

confidence in the effectiveness of the NPL Graphite Calorimeter in these radiation beams.
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Chapter 1

Introduction

1.1 Introduction to Metrology

The term "Metrology" is defined by the Oxford Reference dictionary as the "scientific study of

measurement, especially the definition and standardisation of the units of measurement used in

science" [7]. Whilst not necessarily glamorous, the importance of metrology cannot be overstated

for modern society. Comparability of traceable measurements underpin both international and do-

mestic trade, modern science[8][9], and enable global improvements in areas of health, environment

and quality of life[10].

At the most basic level, the definition for a physical unit is the multiplication of a numerical

value by a defined unit (Equation 1.1)[11].

physical quantity = numerical value× unit (1.1)

There is an important distinction between metrology and measurement. The latter being con-

cerned with obtaining a numerical value from an experiment, whilst metrology is responsible for

both the definition of the defined unit, and the measurement of the numerical quantity. In or-

der to communicate a physical quantity to another person or organisation, it is essential that

both parties are in agreement for the value of the units used. As stated by Richard Brown of

the National Physical Laboratory (NPL) states, “If philosophy is ‘thinking about thinking’, then

metrology is ‘measuring the measurement’ ”[12].

1.2 Metrology and National Measurement Institutions

The dissemination of the Système International (d’unités) (SI) standards to end users is usually

delegated to the National Measurement Institutes (NMIs) of the various countries. Most countries
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1.2. Metrology and National Measurement Institutions

globally and within Europe have established their own NMIs, with the exception of smaller countries

such as the Vatican City State or the Republic of San Marino[13]. The location of all NMIs that

are members of the European Association of National Metrology Institutes (EURAMET)[14] are

shown in Figure 1.1. Within the United Kingdom of Great Britain and Northern Ireland, the NMI

is the National Physical Laboratory (NPL).

Figure 1.1: Location of National Measurement Institutes within Europe.

The equipment used to measure these Base and Derived SI units at the NMI level is referred to

as a primary standard. These primary standards are not calibrated relative to other devices, as by

definition they are what other devices calibrate against. Examples of primary standard instruments

held at the NPL are the Kibble balance[15] and the Josephson primary standard for voltage[16].

It is worth noting that not every NMI holds every possible primary standard. These instruments

are often prohibitively expensive to purchase, manufacture, and maintain; whilst requiring a non-

trivial amount of specialist knowledge that is often not of interest to the vast majority of users.

In many cases it is not economically justifiable. For when this is the case, there exists a network

of Secondary Standards Laboratories whose role it is to provide traceable measurements for users

within a country.

Whilst primary standard devices are designed with the lowest uncertainty possible, they are

often impractical to use on a regular basis for simple measurements. The calibration chain exists

to ensure the dissemination of the SI unit to all users that would need it. An example of this is

shown in Figure 1.2, based on Stock et al. [17]. The primary standard instrument (held at a NMI)

is used to calibrate secondary standard instruments, which are in turn used to calibrate tertiary

instruments.

The appreciation of the limitations this imposes is captured by the philosopher Arthur David
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Use

Example

International Standard

BIPM Kibble Balance

UK Primary Standard

NPL Kibble Balance

Secondary Standard

Calibrated stainless steel masses

General Use
Industry
Government
Academia
Public

Uncalibrated scales
Uncalibrated masses 

International Comparison

Figure 1.2: Example of a calibration chain in the UK for the kilogram.

Ritchie (1891 - 1967) when he stated "It is really just as bad technique to make a measurement

more accurately than is necessary as it is to make it not accurately enough."[18]

All NMIs that are part of BIPM undergo regular intercomparison of primary standard instru-

ments. When possible this is done directly with the primary standard devices themselves, otherwise

secondary standard instruments are used as intermediaries.

Performing a single measurement of a quantity is not enough to accurately determine the true

value. For every measurement there exists a probability distribution of possible values that could

be recorded. These sources of uncertainty can be divided into two sections: "Type A", where the

uncertainty can be quantified with repeated measurements and "Type B", where the uncertainty

has to be determined via other methods[19].

1.3 Thesis Outline

The research presented in this thesis was motivated by the development of two National Health Service

(NHS) Proton Beam facilities[20], complemented by private health facilities being constructed[21].

Recognising the challenges that this will pose to the primary standard for absorbed dose for proton

radiotherapy, the objective of this thesis is primarily to reduce the uncertainty of the instrument.

This chapter provided the context and background for the role of primary standard instruments

at NMIs. The concept of a calibration chain is explained, within the context of metrology.

Chapter 2 provides a background for modern detection techniques for modern external beam

radiation therapy; introducing cancer, and radiotherapy techniques for treatment. A background

to silicon detectors for monitoring radiation beams is provided. Finally, the primary standard

device for absorbed dose in proton radiotherapy is introduced, and a technical description of how

it operates is provided. The motivation behind reducing the measurement uncertainty of this

device is discussed, and possibilities for doing so are presented.

Chapter 3 describes efforts using a Silicon Strip Detector (SSD) to monitor external beams of
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radiation. A novel algorithm to reconstruct incident beams is presented, and the suitability of the

technology for use with the primary standard device for absorbed dose in proton radiotherapy is

discussed. This chapter expands upon research presented in a publication in JINST[22], describing

measurements with multiple types of radiation.

In Chapter 4, a Complementary Metal–Oxide–Semiconductor (CMOS) device is evaluated and

characterised and the results compared to the SSD. New applications in microbeam radiotherapy

dosimetry using pixelated devices are presented, with the results of two publications summarised.

An investigation using a CMOS detector at a clinical proton beam facility is described, demon-

strating the viability of the technology for modern radiotherapy dosimetry applications.

Chapter 5 describes a series of measurements performed with the primary standard device

for absorbed dose in proton radiotherapy with the discussed CMOS sensor. Due to the impact

of COVID-19[23], it was not possible to conduct the required studies in a proton therapy beam

however a conventional X-ray beam is used as a surrogate enabling conclusions to be inferred. The

theorised need for position sensitive detectors is proven, and results from simulation study in the

finite element software COMSOL Multiphysics are presented.

Finally, Chapter 6 is the concluding chapter to this thesis. Research achievements highlighted

throughout this thesis are summarised, and emerging avenues of research are proposed.
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Chapter 2

Detection and Measurement of

Radiation in External Beam

Radiotherapy

2.1 Cancer

2.1.1 What is Cancer

Cancer is the name for a collection of more than 200 diseases in which normal cell division is

disrupted in otherwise healthy tissue. The human body is made up of approximately 1013 individual

cells[24], carrying out many complex processes such as homeostasis or respiration[25]. The processes

that each cell carries out are determined by Deoxyribonucleic Acid (DNA), the complex molecule

that contains our personal genetic information[26]. During cellular reproduction, random changes

in DNA can cause cells in the body to no longer carry out the same complex processes as before.

Whilst DNA changes can occur naturally, they are often impacted and influenced by external

factors within the environment[27]. Up to 7 × 105 DNA lesions may be created per cell per day

resulting from environmental factors[28]. One of the most damaging aspects of the environment

is the ultraviolet component of sunlight, which can create up to 1× 105 DNA lesions per cell per

hour exposed[29][30]. Whilst most DNA lesions can be repaired by the cell’s internal mechanisms,

those that are not have the potential to become DNA mutations[31] in which the corrupted DNA is

passed on to the next cellular generation. The rate at which DNA lesions become DNA mutations

is very low, and is a very complex area of biology with many variables beyond the scope of this

thesis[32].

In some cases, the damage to the DNA makes the cell non-viable ending the cell line[33]. Where
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2.1. Cancer

the cell is viable, but unregulated, the cell is instructed to perform apoptosis, or cell-death[34].

If the DNA cannot be repaired, is left uncorrected, and is viable: the cell can transform in to

a rapidly proliferating, cancer-type cell [33]. Cancerous cells can grow and multiply faster than

healthy cells[35] developing into tumours that compete with local tissue for access to blood, oxygen,

and nutrients. It is in this manner that damage is inflicted to the local healthy tissue. Depending

on the location within the body some tumours can cause damage to healthy tissue via compression,

such as the case of intracranial tumours increasing the pressure of brain tissue against the skull[36].

A collection of cancerous cells is referred to as a tumour, and can be formed anywhere in

the body where normal cell division takes place. Within a solid tumour, the cellular density is

approximately 108/cm3[37]. The original tumour, originating where the DNA mutation resulting

in the first cancerous cells appeared, is referred to as the primary tumour. Breakaway tumour

cells that have spread from the primary tumour location, typically via the blood or lymphatic

system, are referred to as metastatic or secondary tumours. Tumours are categorised into either

benign tumours, which typically grow slowly; vs malignant tumours, which rapidly grow and can

metastasise to other parts of the body[38]. The lethality of a cancer depends on the rate at

which the cancer grows, the location within the body, the type of cells, and their resistance to

treatment[39].

It is estimated that 50% of males and 45% of females born after 1960 in the UK will be

diagnosed with some form of cancer at some point in their lives[40]. In the UK there are an

estimated 2.5 million people living with cancer, a figure expected to rise to 4 million by 2030[41].

Globally, cancer is the second greatest cause of death after heart disease, with the World Health

Organisation estimating that 9.6 million people died from the disease in 2018[42].

2.1.2 Cancer Therapy

There are many types of cancer therapy that are available, depending on both the size of the

tumour and the location within the body. Across all tumours, the preferential treatment in the

UK is surgical resection when available, involved with approximately 45% of all primary cancer

therapy[43]. Chemotherapy is involved with 28% of primary cancer therapies, while Radiotherapy,

or radiation therapy, ranks third at 27%. Radiotherapy is defined by the National Health Service

as a treatment where “radiation is used to kill cancer cells”[44]. These proportions are shown in

Figure 2.1(a), as well as "Other care" (at 33%) which among others represents hormonal replace-

ment therapy, gene therapies, and management of symptoms. It is important to note that these

methods of treatment are frequently used in combination, as shown in Figure 2.1(b) where those

treatment combinations involving radiotherapy are highlighted.

A similar utlisation of radiotherapy for cancer therapy is observed in other developed na-
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2. Detection and Measurement of Radiation in External Beam Radiotherapy

tions[45]. This is not consistent globally, with many low and middle income countries not having

access to many of the more expensive or complex treatments. Radiotherapy, as discussed later in

Section 2.2.1 is relatively cheap but still not readily available globally[46]. This is in part due to a

combination of poor infrastructure and availability of skilled staff.
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Figure 2.1: Cancer therapy modality distributions, measured in England 2013-2016[43]

The suitability of many of the treatments depends on the form and location of the tumour.

A tumour may become too large for surgical resection, where the risk of further complications

developing outweighs the benefit of removing the tumour. Situations like this can be improved

by causing the tumour to shrink in size via radiation, drugs or other therapies enabling surgery.

Radiotherapy is most suited towards the treatment of "solid mass" tumours which are defined as

those without internal cysts or liquid areas[47].

As discussed, a primary tumour has the potential to have metastasised resulting in numerous

secondary tumours throughout the body. In this situation, surgery is again unlikely to be the most

appropriate course of action due to the prevalence of the tumours but other therapies may still be

tried, whilst chemotherapy or radiotherapy may be more suitable.

Whilst the other therapy modalities for cancer treatment are given for context, the focus of this

thesis is radiotherapy. By improving the quality of radiotherapy delivered to cancer patients, it is

hoped that their survival probabilities and quality of life post therapy is increased accordingly.
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2.2 Use of Radiation in Cancer Therapy

2.2.1 Theory of Cancer Therapy

The most commonly used form of radiotherapy in the UK is External Beam radiotherapy, where

high-energy photons or particles are directed towards a patient from a controlled source (man-

made or natural). This is in contrast to Brachytherapy, in which physical sources are inserted

into a patient in the form of small pellets; or Molecular radiotherapy, in which targeted radi-

onuclides are injected into a patient. A non-exhaustive summary of the most common modal-

ities of radiotherapy available in the UK is shown in Table 2.1). More exotic forms of radi-

ation therapy do exist, such as Boron Neutron Capture Therapy (BNCT), Carbon-ion therapy or

Diffusing alpha-emitters radiation therapy (DaRT) but are not available in the UK and are very

limited in patient numbers globally, and as such are beyond the scope of this document.

Treatment Modality Location Energy Use case
High Energy X-rays External 6-15 MV photons Solid mass tumours

Superficial X-rays External 10-400 kV photons Superficial tumours

High Energy electron External 6-20 MeV Superficial tumours (with rapid
drop off in dose)

Protons External 60-250 MeV Solid mass tumours close to critical
structures

Brachytherapy Internal 20.8 kV - 1.25 MV,
site depending

Small tumourous volume close to
sensitive structures

Molecular Radiotherapy Internal Variable Targeted tumour sites with specific
indications

Table 2.1: Overview of different treatment modalities available within radiotherapy.

By damaging cancer cells through ionisation (Section 2.2.3) the tumour may be killed or shrunk,

having the effect of curing the patient or relieving symptoms, as is the case in palliative therapy.

Radiotherapy does have high infrastructure costs, associated with shielding and accelerator equip-

ment (if applicable). Costs associated with an X-ray Linac, the most common type of external

beam radiotherapy, are typically £1.4-1.8 million per linear accelerator with an additional cost of

over £500,000 per bunker for radiation shielding [48]. Despite this however, the average linear

accelerator can be expected to treat over 5,000 patients in a 10-year life span providing a very

modest cost of £3-4k per patient, inclusive of staff time[49]. Of the total expenditure for cancer

treatments, radiotherapy composes 5% of the cost relative to surgery’s 22% and chemotherapy’s

18% [50].
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2.2.2 History of Radiotherapy

Although the discovery of electromagnetic radiation other than visible was first published in 1800

by William Herschel[51], it was not until 1895 that Wilhelm Röntgen discovered a new type of

radiation that we now refer to as X-rays[52]. Unlike previously discovered forms of radiation, these

new X-rays were capable of passing through opaque objects. In the course of these experiments,

it was quickly discovered that this new form of radiation would induce skin reactions in the hands

of operators. A month after Röntgen’s discovery, physicians Léopold Freund and Eduard Schiff

suggested that it could be performed intentionally for a therapeutic effect, creating the field of

radiotherapy. The first book on radiation therapy was published in 1901 by Schill[53]

Within a year of this proposal, the first radiation therapy was attempted by Victor Despeignes in

1896 on a patient diagnosed with stomach cancer. In combination with other treatments, radiation

therapy was given to the patient. The tumour was observed to shrink, having an additional effect

of reducing pain experienced by the patient, but was ultimately unsuccessful with the patient

ultimately dying some time later. This is not a surprising result as over one hundred years later,

the one-year survival probability between 2013-2017 for patients in the UK with stomach cancer

is still only 50%.

The failure of the therapy did not deter others from attempting similar treatments. Independ-

ently, Léopold Freund treated his first patient in Vienna in late 1896 with a naevus pigmentosis

pilferus. This patient was able to be followed up 70 years after this treatment, where she was

observed to be in good health[54][53].

The maximum energy of X-rays that could be produced at the time, limited available treatments

towards surface or shallow tumours (such as those on the skin) rather than those that are deep

seated. Monitoring of these early radiotherapy was achieved by monitoring the electrical current

and voltage inside the X-ray source, where a tolerance of 1% was used[55].

Technological advances in the generation of X-rays would enable higher energy photons to be

created, which in turn increased the number of tumours that could be treated with radiotherapy.

By 1930, radiotherapy was being used as the exclusive mode of therapy for lung cancer [56], and

some cervical cancers[57].

In 1946, the idea of using protons (section 2.2.6) and heavier ions for radiotherapy was proposed

by Robert R. Wilson[58], where the therapeutic possibility of the Bragg peak was suggested. It was

not until 1958 when the first patients were treated at the Lawrence-Berkeley National Laboratory

in the United State of America. This first trial focused on treating the pituitary gland of patients

suffering from a variety of diseases and used a 340 MeV mono-energetic proton beam for this

purpose. Despite not using the Bragg peak for this therapy clinical improvements were observed

in many of the patients, encouraging further research in the field.
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2.2.3 DNA damage mechanisms

Single Strand Break

Double Strand Break

Figure 2.2: Annotated diagram of DNA damage via radiation.

There are two mechanisms of causing damage to DNA through radiation: direct and indirect.

Direct damage occurs when the incident particle interacts with the DNA and disrupts the molecular

structure[59]. Indirect damage occurs when the incident radiation ionises oxygen within the cell,

creating free radicals as electrons are stripped away from their neutral atom or molecule. These

ionised molecules proceed to interact within the cell, damaging DNA.

These two modalities occur in combination however the ratio between them is dependent on

the modality of the radiation and the biology of the tumour. Indirect damage is dependent on the

presence of oxygen molecules within the cell for the creation of the free radicals. As a result of

this, tumours with poor oxygen penetration (defined as being "hypoxic") are often more radiation

resistant than their healthy counterparts.

DNA damage to both healthy and cancerous cells can cause the cell to die through either

radiation-induced apoptosis (where the cell undergoes a programmed cell death in response to ra-

diation) or mitotic catastrophe (where the cell undergoes a premature death as a result of sufficient

DNA damage)[60], [61].

It is possible to induce the creation of more DNA lesions via radiation damage if the cell

is not killed[62]. Such lesions have the potential to develop into DNA mutations and become

secondary cancers years to decades after the therapy for the primary cancer[63]. These late-stage

complications are referred to as Radiation-Induced Malignancies (RIM)[64]. RIM are particularly

a concern for paediatric patients, as their longer lifetimes post radiation therapy pose a greater risk

of developing complications at some point[65]. To account for this, there is a great deal of research
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performed globally to minimise this probability[66]. Advanced targeted therapies such as proton

radiotherapy (Section 2.2.6) which reduce the total dose delivered to patient are highly desirable

as they reduce the amount of tissue that can become cancerous.

2.2.4 Dosimetry

High quality metrology in cancer therapy is essential in ensuring the best quality of care for patients.

It allows parameters involved in the treatment to become repeatable, and enable predictions on

future patients using historical data of past patients. Whilst the ideal measurement would be a

quantification of the amount of DNA damage, as an intracellular property this currently remains

impossible to do quantitative analysis in all but in-vitro measurements. Instead the quantity of

absorbed dose is used, as this is a physically quantifiable measurement that does not rely on biology.

The field of dosimetry is the measurement of the quantity of absorbed dose, which has SI units of

[J/kg]. The name of the unit named after "Gray" (symbol Gy) after Louis Harold Gray for his

work pioneering dosimetry[67].

The definition of the absorbed dose used in this thesis will be that as defined in the 2011 report

by The International Commission on Radiation Units and Measurements (ICRU)[1]:

"The absorbed dose, D, is the quotient of dε̄ by dm, where dε̄ is the mean energy

imparted by ionising radiation to matter of mass dm.

This can be expressed as Equation 2.1.

D =
dε̄

dm
(2.1)

The mean energy (dε̄) deposited within a certain volume in the material by ionising radiation

can be expressed in terms of the kinetic energy of particles entering the volume (Tin), the kinetic

energy of those leaving the volume (Tout), and the sum of all changes in the rest-mass of nuclei (Q).

This relationship is expressed in Equation 2.2[68], and is applicable for all types of radiation[69].

ε =
∑

Tin −
∑

Tout +
∑

Q (2.2)

As stated, the concept of absorbed dose as a surrogate for DNA damage does not take into

account the mechanisms for which radiation damage does occur. Using Equation 2.1 alone, the

biological effects of different types of radiation might be overlooked. For an example, increasing

the average temperature of a cell (of mass approximately 1 ng[70]) by 1°C with external heating

is considered safe and would not result in cell death. Using the standard equation (Equation 2.3)

connecting energy (E), the mass of an object (m), the specific heat capacity (c), and an increase
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in temperature (∆T ); it can be determined that approximately 4.2 nJ of energy is deposited. This

corresponds to an excess of 4 kGy of radiation dose.

E = mc∆T (2.3)

Studies have shown that the amount of damage to tissue (healthy or otherwise) can be influenced

by dose rate[71], particle type[72], temporal fractionation[73], and cellular temperature among

others[74]. Of particular interest for dosimetry is the concept of Linear Energy Transfer (LET),

which is determined by the spatial and temporal structure of local energy deposition. The concept

of absorbed dose is defined based on numerous individual interactions and statistical averages.

Information about the behaviour of individual interactions is not accounted for[75]. "High LET"

particles such as heavy ions, or protons at the end of of range, generate more double strand events

than those with low LET value. Measurement of the dose deposited by individual particles on the

sub-cellular microscopic level remains a difficult experimental challenge.

2.2.5 X-Ray Radiotherapy

2.2.5.1 X-Ray interactions

Interactions between X-rays can take many different forms depending on the energy of the incident

photon. In the range of X-ray energies used for therapy, the dominating interaction in matter

is Compton Scattering. When undergoing this inelastic scattering, the incident photons interact

with atoms to liberate a bound electron and emit a lower energy photon. A typical interaction of

this type is shown in Figure 2.3, where a primary photon travelling from the left transfers enough

energy to a bound electron to overcome its binding energy, imparting it with momentum and

ionising the atom[76]. The range of the liberated electron is a few cm in water for typical energies

in radiotherapy, due to numerous interactions with other still-bound electrons[77]. There is the

potential for this electron to ionise further atoms, resulting in diminished kinetic energy.

There are many different pathways of energy transformation for a photon interaction with

matter. The relevant end points for radiation cancer therapy are chemical changes (for DNA

damage as discussed in Section 2.2.3), and heating of the medium (for calorimetry, discussed in

Section 2.4).

Due to the probabilistic nature of X-ray interactions with matter, the change in intensity of an

X-ray beam at a depth in material (whether that’s water, silicon or tissue within a cancer patient)

can be modelled as Equation 2.4 where the loss of intensity dI at a depth x is defined relative to

the current intensity I; the linear attenuation coefficient (µ); and mass density (ρ)[78]. Integrating

this with respect to distance travelled through the medium results in Equation 2.5. With the
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Interaction Media
Photon
Compton Interaction
Secondary Electron
Delta Electron

Figure 2.3: Simplified diagram demonstrating interaction mechanism of an uncharged particles.

assumption of a homogeneous material, this simplifies further to (Equation 2.6),

−dI
I

=
µ(x)

ρ(x)
dx (2.4)

I = I0 exp [−
∫ x

0

µ(x′)

ρ(x′)
dx′] (2.5)

I = I0 exp [−
(
µ

ρ

)
x] (2.6)

It is of note that the secondary electrons liberated by the incident photons do not necessarily

deposit their kinetic energy at the spatial point at which they were generated, as was previously

shown in Figure 2.3 with the secondary and delta electron leaving the interaction media volume.

These electrons may travel several centimetres before all their energy has been transferred to the

surrounding media. This results in a point of maximum dose (Dmax) that is not at the surface,

which is followed by an exponential-like decay. A comparison of Percentage Depth Dose (PDD)

measurements of various energy X-Ray beams obtained using an Elekta Linac at NPL can be shown

in Figure 2.4. It can be noted in this, that the position of Dmax increases as a function of the X-ray

beam energy, due to the increase in kinetic energy transferred to the secondary electrons[79]. Due

to the very sharp dose gradient before Dmax, the International Code of Practice for Dosimetry

IAEA TRS-398 does not recommend performing reference measurements prior to this point[80].

2.2.5.2 X-Ray generation

In 2016 NHS England treated 134,000 with radiotherapy from radiotherapy machines[81]. There

are approximately 6.1 Linacs per million people in the UK, placing the country slightly below the

30



2.2. Use of Radiation in Cancer Therapy

0 50 100 150 200 250 300
Depth (mm)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Re
la

tiv
e 

Do
se

4 MV
6 MV
10 MV
18 MV
25 MV

Figure 2.4: X-Ray PDDs obtained at NPL for various energies, data provided by Ileana Silvestre
Patallo.

average for Europe[82]. At the time of writing there are over 12,000 Linacs available worldwide[83].

The distribution of these Linacs is not even throughout the world however. The World Health

Organisation recommends 4-8 Linacs per 1 million people[84], a figure not achieved in many low

and middle income countries[85].

In most clinical Linacs, the X-rays are generated by first liberating electrons in an "electron

gun from a heated filament cathode via thermionic emission. The electrons are then accelerated

towards a perforated ground anode[86], before they are then accelerated to a desired energy using a

radiofrequency waveguide[87]. Using electromagnets, the electron beam is then steered to 270° to

now align with the "Beam Axis", with internal ionisation chambers used to monitor the beam

asymmetry and provide feedback to the magnets to correct for errors in steering. If the desired

treatment modality is X-rays, the electron beam will then collide with a Tungsten target.

Interaction within the Tungsten converts the electron beam to a photon beam, via "Bremsstrahlung"

X-rays. This generated beam is typically divergent, requiring a collimator to be applied to filter

out only specified angles to produce a collimated X-ray beam. The generated X-rays are still not

uniform with the centre of the beam typically 3× the intensity of the periphery, and are passed

though a conical shaped Tungsten "flattening filter" in order to create a flat uniform beam[87].

Removal of the "flattening filter" is possible to create higher dose rate Flattening Filter Free (FFF)

beams, which are used in Chapters 4 and 5. A diagram of this process is shown in Figure 2.5.

This entire process of generating the final beam is quite inefficient, with losses converting from

electrons to photons[88], and further losses with the flattening filter. In addition, as a result of

this generation method of therapeutic X-ray radiation, the radiation beam has a broad energy

spectrum which would change the linear attenuation coefficient (µ) in Equation 2.6.

When treating a patient with radiotherapy, it is essential to minimise the radiation dose that

is delivered to healthy tissue. For a solid mass tumour at depth, treatment with photons results
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Figure 2.5: An annotated diagram of a Clinical Linac.

in an unavoidable entry and exit dose.

The generated beam of photons can be further shaped with the implementation of a Multileaf

Collimator (MLC). These are tungsten leaves attached to electrical motors which are embedded

within the treatment head of the Linac, capable of dynamically changing the radiation field for

tumour conformation.

2.2.5.3 Dose Response Models

When delivering modern external beam radiotherapy non-palliatively, the objective is to deliver

sufficient dose to a tumour to kill all cancerous cells. The probability of achieving this, is described

by the Tumour Control Probability (TCP). The TCP is typically described by a Sigmoidal Dose

Response (SDR), and can be seen in Equation 2.8. It is a function of the equivalent uniform dose

to the organ or tumour (EUD); which is described in Equation 2.7 in terms of the dose delivered

(Di) to fractional organ volume (vi); and a tissue specific parameter (a).

EUD =

(∑
i

viD
a
i

)1/a

(2.7)

Equation 2.8 and Equation 2.9 describe the TCP and Normal Tissue Complication Probability

(NTCP) using the equivalent uniform dose; a tumour control dose for 50% of the tumour (TCD50);

a tolerance dose for a 50% complication probability (TD50); and a normalised dose response

gradient (γ)[89][90].

TCP =
1

1 +

(
TCD50

EUD

)4γ (2.8)
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NTCP =
1

1 +

(
TD50

EUD

)4γ (2.9)

The therapeutic window is described as the probability of successfully treating the tumour,

without causing normal tissue complications. It is described in Equation 2.10.

TW = TCP × [1−NTCP ] (2.10)

An example of these three parameters can be shown in Figure 2.6, comparing the TCP of a prostate

cancer and NTCP of the rectum when treating with X-rays in 2 Gy fractions[91]. The therapeutic

window is used to determine the dose at which the probability of maximum tumour control without

normal tissue complication can be achieved. The impact of accurate calorimetry (Section 2.4) can

be seen here as any uncertainty in the dose delivered impacts the probability of the TCP, the

NTCP, and the therapeutic window.
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Figure 2.6: Example of prostate TCP and rectum NTCP when treating prostate cancer[91].

2.2.5.4 Modern X-Ray Radiotherapy

Modern X-ray radiotherapy relies on X-ray computed tomography (xCT) imaging techniques. Dia-

gnostic X-rays (of < 150 kV energy) are used to scan the patient and treatment volume. Doing so

they are able to identify the location of the tumour and local organs, whilst determining the mass

attenuation coefficient of the tumour and surrounding volume. This allows clinicians to predict the
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dose deposition in a heterogeneous material of the X-rays using Equation 2.5. A technique known as

"Inverse Planning" is used with this information to develop complex yet conformal treatment plans

for Volumetric Modulated Arc Therapy (VMAT), Intensity-modulated radiation therapy (IMRT),

and Stereotactic Radiosurgery (SRS)[92]. The term Gross Tumour Volume (GTV) refers to the

volume defined as being part of the tumour. This volume is encompassed by a larger CTV, which

is designed to cover microscopic tumour cells that cannot be imaged. Finally, the CTV is encom-

passed by an even larger Planning Target Volume (PTV), which accounts for uncertainties in the

planning or delivery of the therapy[93].

Whilst in the past, radiotherapy treatments would involve static fields delivered to the patient,

VMAT treatments involve the Linac rotating around the patient whilst delivering radiation. The

key difference between VMAT and IMRT is that IMRT has the Linac deliver radiation at discrete

steps (typically less than 10 fixed-field beam angles), whilst VMAT continually rotates[94]. In

both cases, rotating the Linac in this manner allows the redistribution of the dose that is deposited

before and after the tumour in three dimension[95]. The delivered dose creates a "dose bath", in

which more healthy tissue is expected to receive a low amount of radiation (with low NTCP), but

allows for dose escalation within the tumour volume (for high TCP). Despite the dose bath, it still

is possible to minimise the dose delivered to organs that are particularly radiation-sensitive (such

as the bowel or reproductive organs).

Another modern technique is SRS, in which multiple convergent beams of radiation are used

to deliver dose to a discrete, radio-graphically-defined treatment volume[96]. SRS is most suitable

for patients suffering from brain tumours with a GTV diameter that is less than 3 cm[97]. When

applied to areas that are outside head, the more general term Stereotactic ablative radiotherapy

(SABR) is used.

Unlike conventional radiotherapy (VMAT or otherwise), in SRS the entire radiation dose ne-

cessary to kill the tumour is delivered to the patient in a single fraction. As a consequence of this,

it is especially important to fully understand where the dose will be delivered within the patient.

Different manufacturers have approached the challenge of delivering SRS in different methods. Ac-

curay[98] have developed the "CyberKnife" system in which a small linear accelerator is attached

to a robotic arm[99]. Elekta[100] offer the "Gamma Knife" device, in which an array of Co60

delivered dose to a targeted inter-cranial area[101]. In addition, SRS "Cones" (Small, circular

collimators) are offered by many vendors for conventional Linacs.

2.2.6 Proton Radiotherapy

Proton Beam Therapy (PBT) is a type of radiation therapy in which high-energy protons are used

therapeutically. Unlike photons, protons are charged particles with mass that directly interact
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with matter and constantly undergo interactions as they propagate. This interaction with matter

is probabilistic and is described by the Bethe equation, which describes the average energy loss per

unit distance (〈dE
dx
〉)[102]. This quantity is also referred to as "Stopping Power" of the material.

The full Bethe formula is given in Equation 2.11 with parameters listed in Table 2.2.

〈−dE
dx
〉 = ρ4πNAr

2
emec

2Z

A

z2

β2

[
1

2
ln

2mec
2β2γ2

I
− β2 − δ

2
− C

Z
+ zL1 + z2L2

]
(2.11)

Term Meaning
E Energy of proton beam
x Distance
ρ Mass density of absorbing material
NA Avagadro’s number
re Classical electron radius
me Electron rest mass
c Speed of light
Z Atomic number of absorbing material
A Atomic weight of the absorbing material
z Charge of the particle (z = 1 for protons)
β Particle velocity relative to the speed of light, β = v

c

δ Density correction arising from remote electrons being shielded
γ Lorentz factor, γ =

√
1− β2

I Mean excitation potential of absorbing material
C "Bichsel’s Shell correction" term
L1 "Barkas correction" term
L2 "Bethe correction" term

Table 2.2: Parameters in Bethe formula for Equation 2.11.

For non-relativistic particles, the rate of energy loss in Equation 2.11 is approximately propor-

tional to the inverse of the energy (E) of the particle. This is described in Equation 2.12.

〈−dE
dx
〉 ∝ 1

E
or

1

v2
(2.12)

The rate at which high energy protons lose energy is broadly consistent across different media,

however upon reaching a critical minimum ionisation energy the rate of energy loss rapidly increases

to become several orders of magnitude higher. The effect of this is that protons travelling through

matter sharply lose their energy towards the end of a finite range, where there is a significant

increase in the number of ionisations, named the Bragg peak after its discoverer William Henry

Bragg[103]. An example of three Bragg peaks in water for various energies is shown in Figure 2.7.

The maximum range of protons is determined by the initial energy they possess. This distal

range is defined as the position where 10% of the maximum dose is recorded (D10)[104]. The

relationship between energy and maximum range can be shown in Figure 2.8, where the maximum

range in water increases with the energy of the proton. To facilitate the delivery of Bragg peaks

within the human body (which is modelled as water), proton beams with energy 80-250 MeV are

35



2. Detection and Measurement of Radiation in External Beam Radiotherapy

used as these have appropriate range for sufficient penetration.
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Figure 2.7: Simulated Bragg peaks for various energies, generated using Python[105].
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Figure 2.8: Approximate proton range in water for various energies, using data from NIST[106].

The microscopic energy deposition of proton radiotherapy is very different to X-ray radio-

therapy discussed previously. An example of this is shown in Figure 2.9. As an incident proton

propagates through a material, it will continually undergo interactions with the local media. Linear

Energy Transfer (LET) describes the amount of energy that an incident particle will transfer to

the local media per unit distance travelled. The proton interacts with the media via three main

mechanisms[107]: Elastic Coulomb interaction with atomic electrons; Elastic Coulomb scattering

with atomic nuclei; and non-elastic nuclear interaction with atomic nuclei. LET is very similar

concept to "Stopping Power" discussed previously, however LET refers to the energy absorbed by

the media whilst "Stopping Power" specifically refers to the energy lost by the incident particle.

The two are only equal in the special case of Charged-Particle Equilibrium.

The Elastic Coulomb interactions with atomic electrons are primarily responsible for the dam-

age to Deoxyribonucleic Acid (DNA) (Section 2.2.3) which potentially causes cellular damage, or
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with silicon (Section 2.3) enabling detection by instrumentation. This interaction has the ability

to ionise atoms along the path of the proton, liberating secondary electrons. If sufficient energy is

transferred to the ionised electron, it has the potential to undergo further elastic Coulomb inter-

actions and ionise additional "Delta Electrons" in clusters. The distinction between interactions

between the primary and secondary particles is discussed in Section 2.2.3.

Interaction Media
Proton
Secondary Electron
Delta Electron

Figure 2.9: Simplified diagram demonstrating interaction mechanism of charged particles.

Due to the Bragg peak and lack of an exit dose, proton radiotherapy has been identified as

a suitable treatment modality for many intra-cranial tumour types. Previous long-term studies

following up paediatric patients suffering from brain tumours has indicated that in X-ray radio-

therapy, the "dose bath" (the excess radiation dose to healthy tissue) causes a reduction of 1.1

Intelligence Quotient (IQ) points per year, relative to their peers. Comparable studies for proton

radiotherapy indicate that this this is absent, with no IQ loss[108].

Although beyond the scope of thesis, the Bethe equation is applicable to other types of heavy

particle therapy (such as Helium, Carbon or Neon), or exotic hadron therapy (such as the historical

pion therapy[109] or the proposed antiproton[110] and muon therapies[111]), which also possess

Bragg peaks. The Bragg peaks of these heavy ion therapies are typically sharper relative to

their "plateau" and are suitable for tumours with greater radiation resistance, due to their higher

RBE[112], however due to nuclear fragmentation of the incident particle dose deposited after the

Bragg peak becomes non-trivial[113]. Many of the dosimetry techniques discussed in this thesis

would also be applicable to these treatment modalities.

The finite range of protons is utilised within the radiotherapy community to spare healthy

tissue. By appropriately weighting Bragg peaks of varying energy, it is possible to deliver a uniform

dose distribution to the tumour. The resulting dose profile is known as a Spread-Out Bragg Peak

(SOBP), with an example shown in Figure 2.10.

2.2.6.1 Passive Scattered

The concept of passive scattering is that a small collimated proton beam is passed through a

material with high atomic number to induce scattering with minimal energy loss. To ensure greater
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Figure 2.10: Annotated diagram of a Spread-Out Bragg Peak.

conformity of the resultant beam, it is common to have a second scattering layer spatially separated.

To conform the lateral shape of the beam to that of the tumour, a patient specific collimator is

manufactured (typically of brass) to stop unwanted protons. A SOBP is generated using a Range

Modulation Wheel, which consists of a rotating disk of Perspex (with minimal scattering and higher

energy loss) with various thicknesses. Conforming the distal edge of radiation field to the lateral

shape in the tumour volume is achieved with the implementation of a brass compensator, which

has to be manufactured per patient and if necessary per tumour[114]. Protons passing through

the compensator undergo a reduction of energy, bringing the location of the Bragg peak closer to

the surface. The entire method of double scattering, collimation and compensation is inefficient,

with only approximately 5% of protons considered useful[115], and it also generates a non-trivial

amount of secondary neutron radiation[116].

CompensatorCollimator

Tumour

Patient

Proton beam

Range Modulation Wheel

Scattering foils

Figure 2.11: An annotated diagram of a passive scattered pencil beam.
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As the compensator in passive scattering is matched to the distal edge of the tumour, the

proximal side of the delivered radiation field is pulled forward accordingly. This can be shown

in Figure 2.11 as the two horizontal "horns" within the patient, that are outside of the tumour

volume. Unfortunately with passive scattering technology there is no method to remove this effect,

although its magnitude can be minimised with the implementation of multiple beam angles. In

addition, the collimators used to shape the radiation become radioactive after use, adding further

complication to the process. The requirement for patient specific machined collimators reduces the

adaptability for new radiation fields, whilst increasing costs associated with the treatment.

2.2.6.2 Scanned Pencil Beam

The first implementation of what is now known as Pencil-Beam Scanning (PBS) was in 1979 at

the National Institute of Radiation Sciences in Japan by Kanai T et al.. This system consisted of

using pairs of scanning magnets to change the trajectory of a 70 MeV proton beam, to deliver dose

to a prescribed shape. By changing the current supplied to the bending magnets, they were able

to move a single beam spot around to deliver a uniform dose (within ± 2.5%) to an 18 cm square

field.

The technique was incorporated in 1995 into a clinical facility at the Paul Scherrer Institute

(PSI), Switzerland[117]. This system expanded on the previous one, increasing the energy range

of protons that could be utilised to 85 - 270 MeV, enabling clinical applications. The technique

known as PBS will be available at the majority of new proton facilities under construction at

the time of writing[118]. By delivering thousands of individual Bragg peaks of differing energy,

position and intensity, a prescribed 3D dose distribution could be created. Each of the incident

proton beams typically have a FWHM of 7-12 mm[119], approximately the same dimensions of a

pencil. A depiction of PBS system is shown in Figure 2.12.

Patient

Tumour

Proton beam

Range shifter

Scanning magnets

Figure 2.12: An annotated diagram of Pencil-Beam Scanning (PBS).
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The lateral dose profile is not delivered instantaneously, but instead the 2D dose profile is

"painted" layers at a time. When using a cyclotron based system, to change the energy of PBS

and deliver Bragg peaks at different depths, a graphite wedge is electrically driven into the proton

beam upstream before the bending dipoles. This differs to a synchrotron based system in which

protons are accelerated only to their target, removing the requirement for energy degradation.

A key advantage that PBS has over other passively scattered PBT is sparing of even more

healthy tissue. The proximal edge of the prescribed dose distribution does not have to match the

distal, as was the case with passive scattering, sparing that tissue. In addition, the dose distribution

within the target does not have to be uniform. By changing the weighting of different spots, it

is possible to intentionally create regions of higher and lower dose, which may be of interest to

clinicians wanting to obtain specific effects within the dose volume.

As no patient specific manufactured pieces are required for PBS, the clinical team is offered

significantly more flexibility in the types of therapy that could be delivered. This has resulted in

therapies with multiple treatment angles and variable intensities being used[120].

As of 2020, of the 227 clinical gantries delivering proton therapy globally almost 70% are capable

of PBS with or without passive scattering[121].

There exist various techniques within PBS that are worth noting[122]:

• Spot Scanning: in which the dose is deposited with separate beams one spot at a time.

• Raster Scanning: in which the beam current is not stopped between adjacent spots in order to

reduce the total beam time delivery. This introduces dose deposition in the transient regions,

with the beam current stopping for spots separated about a specified distance threshold.

• Line Scanning: in which the dose is delivered along horizontal or vertical lines. Dose profiles

are achieved by varying the scan speed of the beam spot and the beam current.

2.2.7 Quality Assurance in Proton Radiotherapy

It is essential to perform quality assurance of radiation therapy to a high level of accuracy, ensuring

that the therapeutic dose delivered to patients during their treatment is to the highest possible

standard. Although the focus of this thesis is proton therapy, there exists a significant overlap with

quality assurance for conventional X-ray radiotherapy. The additional complexity of PBS requires

the addition of extra beam monitoring devices to determine that the beam is being steered correctly.

When using PBS and assuming no setup error the possibility of misalignment still remains due

to uncertainties in steering magnets and the beam delivery nozzle, an uncertainty estimated to

be 1-2 mm[123]. Peterson, S. et al. (2009) determined that deliberate lateral displacements of

only 0.5 mm produced a hot spot within the target region of 5%[124]. A spot position tolerance
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of only ±1 mm originating from momentum deviation would cause a range disparity of between

0.4 - 1.9%[125]. Additionally information regarding spot size as well as position could be used to

further reduce margins around tumour sizes, sparing even more healthy tissue than current proton

therapy procedures[126].

Ionisation chambers currently used routinely for daily quality assurance to measure beam profile

and position have strip intervals of 2.22 mm[127]. Whilst this is smaller than the 4 mm strip pitch

used in the initial implementation at PSI[117], it does not possess the necessary resolution to

determine fluctuations at the smallest level. Radiochromic film can reduce this to 0.1 mm[128] if

not lower[129], but the recommended development time of film of 24 – 48 hours would render any

daily measurements out of date by the time they have developed.

2.3 Silicon Detectors

In the last century, Silicon has proven itself to be an extremely valuable material for industrial,

scientific, and consumer applications alike. Since the first transistor was developed in 1947 by

John Bardeen, Walter Brattain and William Shockley at the then Bell Telephone Laboratories,

over 13× 1021 Metal–Oxide–Semiconductor (MOS) transistors have been built globally[130].

2.3.1 Silicon

Silicon is an element in the periodic table with atomic number 14, and a standard atomic weight of

28.084 g/mol. Its position in the period table, with a total of 14 electrons, results in silicon being

able to form 4 covalent bonds per atom in order to fill the outer 3p electron shell. This enables

silicon to form "face-centred diamond-cubic" lattices where each silicon atom is bonded to four

other silicon atoms as shown in Figure 2.13, in a similar structure to diamond.

The use of electrons as charge carriers in solids relies on unoccupied electronic states. For

conductive metals such as copper or gold, there is no energy gap between the "conductance" and

"valence" energy bands enabling electrical current to flow. This is not the case for "insulators" such

as glass or diamond, where the large energy gap prevents electrons between bands, thus preventing

electrical current. "Semi-conductors" such as silicon or germanium exist partway between these

two extremes where there is a small energy difference, hindering most free electron movement whilst

still allowing a small amount. In silicon, this band gap between the valence and conductance bands

is approximately 1.12 eV at room temperature[131]. Semiconductors in this category are referred

to as being "Intrinsic".

Due to random fluctuations in thermal energy, a fraction of the bound electrons will often

have sufficient energy to thermally ionise, and transition between the two energy bands. When
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Figure 2.13: Intrinsic Silicon with no impurities.

doing so they leave behind a positive "electron hole", which can act as a positive charge carrier

by taking bound electrons from neighbouring atoms, moving the "electron hole". The intrinsic

number of unbound electrons in the conductance band that can act as charge carriers is governed

by Equation 2.13; where the negative charge density per cubic metre (n0) depends on the effective

mass (m∗), temperature (T ), the energy of the conductance band (EC), the Fermi energy (Ef ),

the Boltzmann constant (kB), and the reduced Planck’s constant (h̄)[131].

n0 = 2

(
m∗kBT

2πh̄2

)3/2

e

−(EC − Ef )

kBT (2.13)

For room temperature silicon, this equates to 9.65× 109 electrons per cm3. Electrical charge is

conserved in this process, and an equal number of electron holes would be created.

2.3.1.1 Doping, p/n type silicon

"Doping" is achieved by replacing atoms of silicon within the lattice with atoms of another element.

The added elements are referred to as dopants, and are categorised as either electron donors or

acceptors depending on their position in the periodic table and the number of electrons they have

in their outermost shell. Doped semiconductors are referred to as "Extrinsic".

When an electron donor such as phosphorus (with 5 electrons in its outer 3p electron shell) is

inserted into the lattice, the additional valance electron is not tightly bound to the original element

creating an opportunity for an excess negative charge carrier. The additional unbound electron is

shown in Figure 2.14.

For comparison, when the electron acceptor boron (with only 3 electrons in its outer 3p electron
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shell) is inserted into the lattice, the loss of an electron (relative to silicon) can induce an "electron

hole" positive charge carrier. The position of the boron within the lattice cannot change, however

the position of the positive charge (caused by the absence of the full electron shell of the acceptor)

is able to move as electrons from full shell silicon atoms donate their electrons.
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Figure 2.14: n-type Silicon with phosphorus
"donor".
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Figure 2.15: p-type Silicon with boron "ac-
ceptor".

2.3.2 Depletion

Depletion occurs when there is a lack of charge carriers locally available. A pn junction is formed

when doped n-type and p-type silicon are physically connected, and is the basic component of a

diode. In this case, the excess electrons from the n-type will combine with the electron holes of

the p-type to remove both types of charge carrier creating a zone of depletion. The width of this

region of depletion is dependent upon the carrier concentration (and thus degree of doping) in both

regions.

Applying a potential difference across a pn junction can cause a number of effects, highlighted

in Figure 2.17. A positive applied voltage across the junction beyond what is called "knee voltage"

results in the potential difference barrier between the doped regions reducing, and large amounts

of current flowing across the junction as the electrons and "electron holes" are attracted to the

anode and cathode respectively. For silicon diodes, the "knee voltage" is typically of the order

0.7 V.

Applying a negative potential difference across the junction causes the zone of depletion to

physically extend, as the mobile charge carriers are pulled away in opposite directions. The de-

pletion region can keep growing, until the entire junction becomes fully depleted and there are
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Figure 2.16: Diagram of depletion in a pn junction.

no majority charge carriers available left. Increasing the magnitude of the negative potential dif-

ference even further causes the silicon to undergo "breakdown", as the electrostatic force pulling

the electrons to the terminals is greater than that binding them to their original atoms. This can

result in a significant current flow, as newly liberated electrons may collide with electrons that are

still bound liberating them as well, resulting in an avalanche cascades of electrons[132]. Electrical

breakdown occurs when the average electron energy gain from the applied electrical field exceeds

the average energy loss of the electron to phonons[133]. For silicon, this occurs with field strengths

in excess of 1× 107 V/m.

The common use of pn junctions as diodes relies on these properties, as while operating in

reverse bias almost no current passes for low potential differences.

Potential Difference (V)

Cu
rre

nt
 (A

)

Forward BiasReverse BiasBreakdown

Figure 2.17: Annotated diagram showing voltage current response of a pn junction, not to scale.
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2.3.3 Interaction with Radiation

When incoming radiation interacts with the depleted region of silicon, energy is locally deposited.

This applies regardless of the modality of radiation. If sufficient energy is supplied, electrons

formerly bound to the silicon are liberated creating electron - electron hole pairs of charge carriers.

The average energy for electron-hole creation in silicon at room temperature is 3.62 eV[134]. This

is greater than the band gap with the excess energy being transferred into lattice vibrations. The

number of charge carrier pairs (N) created is approximately determined by Equation 2.14 , where

Erad is the energy deposited by the radiation and ε is energy required to create an electron -

electron hole pair. These induced charge carriers are referred to as minority charge carriers, and

are electrons in the p-type silicon and electron holes in the n-type silicon.

N =
Erad
ε

(2.14)

As previously discussed in section 2.2.5 and section 2.2.6, the different radiation modalities

deposit their energy locally via different methods. Crucially, both modalities produce electron and

hole pairs.

A charged particle interacting may produce in excess of 106 charged carrier pairs, however at

room temperature silicon has an intrinsic carrier density of 9.65 × 109 pairs per cm3, orders of

magnitude greater than that induced by the radiation.

By depleting the silicon with a negative potential difference the intrinsic charge carriers become

suppressed, enabling the silicon to operate as a highly sensitive radiation detector. The number of

electron hole pairs (Npairs) generated for a prescribed dose (D) in silicon can be determined using

the pair generation constant (g) of 4.2× 1013 cGy−1 cm−3 in Equation 2.15[135],

Npairs = g ×D (2.15)

Figure 2.18 demonstrates the electron - holes pairs being generated in a thin layer of silicon

substrate along the path of a charged particle. Modern designs for silicon detectors typically

consist of a lightly doped n-type silicon substrate sandwiched between a heavily doped n-type

and p-type region, connected to a cathode and anode respectively. This design expands on that

shown in Figure 2.17, to include multiple anodes, separated by the insulator silicon dioxide. Silicon

manufactured in this manner is capable of being used in position sensitive devices, such as SSDs

(section 2.3.4) or CMOS devices (section 2.3.5).

There exists two mechanisms for charge collection of the induced minority charge carriers: drift

and diffusion. Diffusion current can occur without an external bias applied to the semiconductor,

and is the movement of charge carriers away from high concentrations of charge to low concentra-
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Figure 2.18: Diagram showing hole-electron pairs created in silicon from a charged particle.

tions via a "random walk" of the charge carriers. It is possible that not all excess minority carriers

generated by the radiation are able to be recorded as signal, as charge carriers will undergo recom-

bination. Typically, the excess charge carriers must be generated within a "diffusion length" (Ln)

before collection. This parameter is determined by Equation 2.16, with the diffusion coefficient of

minority carriers (Dn); and the mean lifetime of minority carriers (τn)[136].

Ln =
√
Dnτn (2.16)

For detectors, this could result in non-spatially-uniform responses to radiation where an identical

radiation dose deposited at two different points could be measured as different signal intensities.

It is therefore of importance to designers of silicon detectors to minimise the effect of this.

The drift current can only occur when a potential difference is applied to the semiconductor,

generating an electric field which in turn induces movement of the charge carriers (and thus an

electric current). This happens in conjunction with the diffusion current, At the microscopic scale,

the motion is highly non-directional with the mobile charge carriers frequently colliding with the

lattice, dopants or other carriers. Due to the attraction of the electric field however, there is a net

movement of charge carriers towards the anode and cathode.

2.3.4 Silicon Strip Detectors

Within HEP, devices used to measure the positions of the particle fragments are known as "track-

ers" and have the requirements of having good spatial and temporal resolution, in order to re-

construct the trajectory and momentum of the particle with minimum uncertainty. Devices that

come under the category SSD consist of large portions of lightly doped n-type silicon which are

preferentially extended into one axis. An important feature of a SSD is that each elongated piece
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of silicon is one of many identical channels, electrically separated by a thin region of high resist-

ance insulator. Strip pitch, defined as the distance between the centre of two adjacent channels, is

typically of the order 100 µm. As a result of this design, SSDs are only able to sample or measure

incident radiation in a single axis. In order to record the position of a particle, combinations ofSSDs

are required at different angles to overcome this limitation. SSDs with only one strip channel are

uncommon[137], but are typically reserved for specialist applications.

SSDs come under the category of "Hybrid" detectors, as they consist of two separate com-

ponents that are mechanically and electrically bonded together. The silicon channels are made of

n-type silicon, which is depleted by applying a negative potential difference to ensure depletion.

Electrical bonding to separate readout boards is achieved using a low resistance material such as

gold, copper, or aluminium. Conversion of the electrical signal to digital values is performed on

this separate readout board. Separation of the two devices in this manner has the advantage of

sparing the sensitive electronics from many of the hazards of radiation, with appropriate shielding

it is possible to only expose the silicon strips to radiation, prolonging the lifetime of the device. In

addition separation of the two devices allows for one component to be replaced should it become

damaged, without needing to replace both components. This is highlighted in Figure 2.19, where

the silicon strip is irreparably damaged, however the readout electronics remained undamaged,

allowing the system to be repaired with a replacement piece of silicon.

Silicon Strips

Analogue to Digital Converter

Figure 2.19: Photograph showing the separation of the silicon strips and readout board in a SSD
that is part of a PRaVDA tracker unit.

Conversion of the acquired electrical charge on each strip to a digital signal is achieved using a
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Analog-to-Digital Converters. The ADC converts the signal into a digital fractional number (D),

using a number of bits (N), as with the most common method shown in Equation 2.17 [138]. When

used without the fractional component, this is often referred to as Digital Units (DU).

D =

N∑
i=1

bi2
−i (2.17)

A key advantage of SSDs over pixel technologies, is the increased readout rate. If all the SSD

channels were to be read out at the same time, the amount of time required to do this would be

of the order O(N), where N is the number of channels in the detector and limited by the rate

of the ADC. To read out all pixels of a pixelated sensor with one ADC, the time required would

be of the order O(N2), potentially thousands of times longer than SSDs. Designers of both types

of silicon devices are often able to increase the refresh rate, with the introduction of triggering

systems. To reconstruct the position a particle, often only knowledge of which strip channels or

individual pixels measured signal is required. By only reading strips or pixels that are known to

have information it is possible to obtain triggering rates that are magnitudes higher than that of

full frame rates, for SSDs this limit becomes the internal clock speed; whilst for pixelated detectors

(depending on the architecture) this can be reduced to O(N), where N is the number of pixels in

a column.

2.3.5 Complementary Metal-Oxide-Semiconductor Devices

The invention of the Complementary Metal–Oxide–Semiconductor (CMOS) component was pub-

lished in 1963[139]. This device combined both n and p type transistors and was able to collect

and store charge in a method that was of tremendous interest to computing[140].

The technology was developed into an imaging device by Chamberlain in 1969[141] with the

incorporation of a photodiode to acquire charge. In this configuration, a 10×10 array of pixels using

CMOS technology could independently collect charge and be addressed for conversion into a digital

signal. The major imaging technology at the time, Charge-coupled device (CCD), required that

the charge needed to be transferred between neighbouring pixels before it could be converted into a

digital signal. This resulted in a low readout speed and frame rate that did not scale well for sensors

with large amounts of pixels. In addition, the transfer of electrical charge offered opportunities for

acquired charge to be lost as a result of inefficiencies in the charge transfer, resulting in additional

corrections needed in the acquired digital signal. As pixels in CMOS sensors can be individually

addressed, the loss of signal via charge transfer inefficiency is not an issue for the technology.

The first application of a commercial CMOS sensor for radiation detection can be traced back

to Servoli et. al [142]. When detecting radiation, there is option of using an additional scintillator
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material to increase the amount of signal that is collected by the CMOS sensor. In this case,

the incident radiation will interact with the scintillator to produce additional photons, which

increases the signal acquired in photodiode. This is of interest when using the sensor for diagnostic

or industrial imaging, as it increases the efficiency of the detector and reduces the amount of

radiation that the patient or sample needs to be exposed to. This has the disadvantage of reducing

the spatial resolution, and increasing the material thickness. Using a CMOS sensor without a

scintillator is possible, with the direct interaction mechanism for silicon shown in Figure 2.18.

Readout of the CMOS sensor is performed by individually addressing each pixel, transferring

the collected charge to column storage capacitors. From here, the charge is converted into a digital

signal with a ADC using the same method as an SSD discussed previously.

Most CMOS sensors are designed with the "3T" pixel design in which rows have to be read

sequentially, with a small delay between consecutive rows. For a typical consumer CMOS sensor

with millions of pixels (and thus thousands of rows), this results in a non-trivial delay of the order

10 ms between the first and last row. CMOS pixels are fundamentally more radiation sensitive

than SSDs, as the electronics for CMOS pixels is directly embedded within each pixel.

2.3.6 Radiation Damage in Silicon

The effects of radiation interacting with silicon (doped or otherwise) are not limited to creating

electron-electron hole pairs of charge carriers. Incident radiation has the ability to cause damage

to silicon detectors, and is broadly categorised into two components: "Surface Damage" and "Bulk

Damage". This is of relevance to this project as any device made of silicon that is used to mon-

itor radiation for radiotherapy would be exposed to harmful conditions where damage is likely.

This damage will manifest as a reduction in performance of the detector, as well as a change in

characteristics.

"Surface Damage" occurs when the thin layer of oxide (SiO2) interacts with radiation and

causes electron holes to become permanently trapped at the SiO2-Si boundary.[143] For SSDs, this

manifests as changing the interstrip resistance and capacitance[144].

"Bulk Damage" occurs when incident radiation dislodges an atom of silicon from within the

lattice structure. Whilst some displaced atoms (referred to as interstitials) will combine with

the induced lattice vacancy[131], others can form stable defects by interacting either with other

interstitials, or naturally occurring defects in the silicon. These defects can effect the response of

the semiconductor by increasing the reverse-bias current; changing the motion of the charge carriers

inducing the signal; or requiring that a greater reverse-bias be applied to the semiconductor before

depletion. In addition, the presence of defects causes a reduction in signal acquired. The scale

of the damage strongly depends on both the amount of the energy and the mass of the incident
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particle, in a manner similar to LET.

Figure 2.20 shows the effect of multiple X-ray studies on the vM1212 large-format CMOS

detector. As shown the position of the radiation damage is very localised to where the radiation

was deposited, revealing the damage from X-ray microbeam studies discussed in Chapter 4. The

increase in the "dark current" of the detector has the effect of reducing the overall dynamic range

of the detector, limiting its total lifespan.
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Figure 2.20: Evidence of radiation damage from several investigations with the vM1212 detector
manifesting as change in dark current.

2.4 Calorimetry

The motivation of calorimetry is to accurately measure the thermal energy deposited within a

region or object, in order to perform dosimetry and determine the radiation dose that has been

delivered by a reference field. By quantifying and calibrating a radiation source, a known radiation

dose can thus be delivered to a patient.

Within the framework of metrology, radiation calorimetry is typically at the primary standard

level held at NMIs, with other devices (such as ionisation chamber) calibrated relative. The 1990,
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the Institute of Physical Sciences in Medicine issued a Code of Practice[145] defining calibrations for

photon radiotherapy in the UK (later updated by Institute of Physics and Engineering in Medicine

(IPEM) in 2020[146]) to ensure traceability in radiation dose delivered to patients. Under this

framework, individual hospitals or National Health Service (NHS) trusts own both secondary

standard ionisation chambers and tertiary standard ionisation chambers. Working through the

calibration chain, secondary standard ionisation chambers are directly calibrated against the NPL

photon calorimeter using the Linacs at the NPL. Using the Linacs at the hospitals, these secondary

standards are used to calibrate tertiary standard ionisation chambers which can be used daily for

quality assurance and verification of delivered therapies. The uncertainty (95% confidence level)

on the absorbed dose in water of the secondary standard in reference conditions is typically of the

order 1.5%[80]. A simplified depiction of the calibration chain for photon radiotherapy is shown

in Figure 2.21. The impact of uncertainty in the calibration chain is discussed by Bolt et al.[147],

where an overall uncertainty in delivered dose of 2.1% can be divided into a 0.7% uncertainty due

to initial calibration; 0.8% due to a calibration drift; 0.1% due to a drift during treatment; and

0.2% from daily variations (all uncertainties quoted at a 95% confidence interval).

Use

Example

International Standard

BIPM Photon Calorimeter

UK Primary Standard

NPL Photon Graphite Calorimeter

Secondary Standard

Calibrated ionisation chambers

Tertiary Standard

Calibrated ionisation chambers 

International Comparison

Hospital

Figure 2.21: Photon calibration chain in the UK.

As many NMIs do not have their own proton beams necessary for calibration of secondary

standards against primary standard calorimeters, the same procedure cannot be replicated for pro-

ton radiotherapy. In 2000, International Atomic Energy Agency (IAEA) published TRS-398[80], a

code of practice for dosimetry in external beam radiotherapy. In addition to dosimetry for electron

and X-ray modalities, this document prescribed calibrating ionisation chambers for proton beams

in Co60 beams, and performing corrections based on the beam quality of the proton beam. As this

process requires the additional step in the user’s proton beam before a calibration of the chamber

can be performed - the uncertainty on the absorbed dose to water measurement of a secondary

standard to be 2-2.3% (95% confidence level), depending on the type of chamber. As a result

of the calibration chain, the uncertainty on dose delivered to patients (including other sources of

uncertainty such as patient positioning) is on average 5% (95% confidence level)[148].
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Using TCP models of tumour response, delivering less dose to a tumour by as little as 5%

can reduce the Tumour Control Probability by a clinically significant 7.5%. Likewise, the NTCP

response suggests that a dose uncertainty of less than 3-5% (depending on the tumour) is required

in order to reduce the probability of radiation induced toxicity[90]. However due to fractionation,

in which the total dose to the tumour is delivered in smaller doses separated in time, the impact

of dose uncertainty is reduced. A standard deviation of 10% of the dose delivered per fraction

leads to radiobiological effects of less than 1%[149]. This however only applies to random causes of

uncertainty, as systematic uncertainty in dose calculation would not be reduced with fractionation.

2.4.1 Calorimetry Theory

The purpose of calorimetry is to measure the dose deposited by radiation by detecting a change in

temperature as a result of dose deposited. In order to accurately determine the amount of thermal

energy absorbed by the material, the properties and interactions of the material need to be fully

understood.

The "Heat Capacity" of a material (C) is described using Equation 2.18, and is defined by the

amount of thermal energy (∆Q) necessary to cause a material (of mass M) to cause an increase

in temperature (∆T ).

C(T ) = lim
∆T→0

∆Q

∆T
(2.18)

The "Specific Heat Capacity" (or "Reduced Heat Capacity") of a material (c) is defined by

Equation 2.19 as the "Heat Capacity" (C) per unit mass (M).

c(T ) =
C(T )

M
= lim

∆T→0

1

M

∆Q

∆T
(2.19)

Equating Equations 2.1 and 2.20 results in Equation 2.21, which provides a relationship between

the absorbed radiation dose of a material and the predicted temperature increase.

D =

∫ T+∆T

T

c(T ′)dT ′ (2.20)

For a typical radiation dose of 2 Gy, the temperature increase of water is less than 0.5 mK.

Due to the very small increase in temperature, the specific heat capacity of water (c) would change

before and after irradiation by less than 0.00001%[150]. The effect of this change can be largely

ignored within an irradiation, resulting in Equation 2.21.

D = c(T )∆T (2.21)
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2.4.2 Water Calorimetry

The concept of water calorimetry is perhaps the simpler of the two calorimeter types that will be

discussed within this body of work. The core premise of this device is that a volume of deionised

water is cooled to 6°C, with radiation induced temperature changes recorded by embedded ther-

mistors. Performing measurements at this temperature reduces the number of corrections that

would otherwise have to be applied, reducing the number of sources of uncertainty. These devices

are often referred to as "Sealed Water Calorimeters", as they are sealed from the air to maintain

the temperature and purity of the water.

The most recent water calorimeter was developed in 2013 by the Van Swinden Laboratory

(VSL), the Netherlands, for X-ray radiotherapy dosimetry in the presence of a magnetic field, and

proton radiotherapy. The uncertainty in temperature measurements in this device is 1 µK[151]

As stated previously, due to the different attenuations and stopping powers of various media,

the same incident beam of radiation will produce differing dose deposition profiles. To simplify this

clinicians in radiotherapy prescribe the dose in terms of dose to water, Dwater. Water calorimeters

have an innate advantage in that the dose measured is already in water.

Water calorimeters typically operate in what is referred to as "Adiabatic mode". In this mode,

the entire system is kept at a constant thermal temperature before the incident radiation irradiates

the system causing an increase in temperature, which is used to calculate the absorbed dose

deposited in water. The system is then required to cool back to the baseline temperature, only

after which further irradiations can take place. This process is shown in Figure 2.22 for a simulated

model, in which 25 seconds of irradiation (shown in red) causes an excess of 200 seconds of cooling.
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Figure 2.22: Simulation of Radiation Induced Temperature Rise in Adiabatic mode.
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2.4.3 Graphite Calorimetry

The original Graphite calorimeters was described in a 1972 patent by Steve Domen of the National

Bureau of Standards, Washington, [152] and consisted of a central graphite core, enclosed within

a graphite jacket which is within a graphite shield. This can be seen in Figure 2.23(a), with

Figure 2.23(b) showing how the components are nested together.

(a) Cross-sectional schematic view. (b) Illustrated embodiment of calorimeter components.

Figure 2.23: Schematic of three body Domen type graphite calorimeter, from 1972 patent applic-
ation[152].

Label Component
10 Calorimeter
12 Graphite Core
14 Graphite Jacket
16 Graphite Shield
18 Vacuum Gap
20 Vacuum Gap
22 Core Sensing Thermistor
24 Jacket Sensing Thermistor
26 Core Heating Resistor
27 Shield Sensing Thermistor
28 Jacket Heating Resistor

Table 2.3: Labelled Graphite Calorimeter components in Figure 2.23

Graphite has a low atomic number of 6 which is similar to water, which has an effective atomic

number of 7.42[153]. As a result of this the radiation interactions that occur in the materials are

broadly similar, enabling comparison.

Compared to water calorimeters, those made of graphite have several key advantages. It is

easily machinable and relatively inexpensive, this allows for calorimeters to be designed for specific

applications (such as the portable Aerrow graphite calorimeter[154]). Another key motivation

behind a solid graphite calorimeter was based on the lower specific heat capacity of graphite

(Equation 2.19), which is approximately 1/6th that of water[150]. As the induced temperature
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in a material is indirectly proportional to specific heat capacity (Equation 2.3), this results in a

temperature rise of the order 6 times greater temperature rise.

If a similar amplitude of noise (Anoise) is achieved in both instruments, a 6 fold increase in the

acquired signal (Asignal) would result in the Signal to Noise Ratio (SNR) increasing by a factor of

36 (Equation 2.22).

SNR =

(
Asignal
Anoise

)2

(2.22)

Such a large increase in SNR is of considerable interest to NMIs. A higher SNR reduces

uncertainty on individual measurements and reduces the number of measurements required to

achieve statistical significance.

Unfortunately Graphite calorimeters are not perfect instruments and do have some disadvant-

ages that water calorimeters do not. Correction factors derived obtained from Monte Carlo are

required for converting the determined absorbed dose in graphite (Dgraphite) to absorbed dose in

water Dwater[155]. This task is not trivial, and needs to be conducted per energy and fluence.

In addition, within graphite calorimeters there are several different types of heat flow: Con-

ductive, Radiative and Convective. As a result of this, the internal heat flow is not as simple as

in the water calorimeter and needs to be modelled accordingly. It is possible to minimise these

effects however. The impact of convective heat flow can be minimised by sealing the graphite calor-

imeter and removing the gas inside with a vacuum pump. Conductive heat flow, along the internal

wires connecting the sensing thermistors to external electronics, can be minimised by minimising

diameter of the wire and introducing long heat paths.

2.4.4 NPL Graphite Calorimeter for Absorbed Dose for Proton Radio-

therapy

The National Physical Laboratory (NPL) has developed numerous calorimeters for specific applic-

ations in radiotherapy for many years. Calorimeters have been developed for electron radiotherapy,

X-ray radiotherapy, and IMRT to name a few.

2.4.4.1 Construction

The NPL Graphite Calorimeter for Absorbed Dose for Proton Radiotherapy, referred to thenceforth

as the "NPL proton calorimeter" is constructed based on the Domen design, but with many subtle

differences. A photograph of the NPL proton calorimeter can be seen in Figure 2.24.

The central core of the calorimeter, labelled in Figure 2.25, is a 16 mm diameter disc of thickness

2 mm graphite. The dimensions of the core were chosen to match the collection volume of a Roos

plane-parallel ionisation Chamber[156]. The core is thermally isolated from the other components
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Graphite Mantle

Vacuum TubingElectronics Tubing

Aluminium Support Frame

Figure 2.24: The NPL Graphite Calorimeter for absorbed dose in Proton Radiotherapy.

and held in a vacuum.

It is surrounded on all sides by a graphite jacket which is composed of two halves, an "upper"

and "lower" section, labelled on Figure 2.25. When assembled, this component is simply referred

to as the "inner jacket". The inner jacket is again thermally isolated, held in vacuum. It is

surrounded by a final jacket composed of two sections, an "upper" and "lower" section, which

together are referred to as the "outer jacket". Finally, the outer jacket is placed in a solid graphite

"mantle", which acts to provide mechanical support as well as radiation scatter for large radiation

fields.

Core Upper Inner JacketUpper Outer Jacket

Lower Inner JacketLower Outer Jacket

Figure 2.25: Annotated engineering diagram of the cross-section of the NPL Graphite Calorimeter
for absorbed dose for proton radiotherapy.

Temperature monitoring and control of the NPL proton calorimeter is performed with nu-

merous thermistors that are embedded within the device in the different internal components.
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These thermistors are hermetically sealed and glass-encapsulated. Primary heat measurements

are performed with two sensing thermistors placed within the core, referred to as "Core 1"

and "Core 2". These thermistors are placed ±6 mm in the Y direction whilst a pair of heat-

ing thermistors, are placed at ±6 mm in the X direction. The positions of these thermistors

can be seen in Figure 2.26, a radiographic image of the NPL proton calorimeter obtained at

The European Synchrotron Radiation Facility (ESRF). All of the thermistors within the core are

placed in a plane that passes through the centre of the core.

Within each half of the inner jacket are embedded 16 individual thermistors. These are divided

equally between the two sections and with an angular separation between them of 45°, which is

offset by 22.5°relative to the thermistors in the core. Within each section, all of the thermistors

are wired in parallel and as such there is no direct electrical connection between the "upper" and

"lower" sections.

There are also 16 thermistors embedded within the outer jacket, similar to those within the

inner jacket. These are again separated by 45°, and offset by 22.5°relative to those in the inner

jacket such that they are now in line with the core.

Embedded within the inner jacket and the outer jacket is a 0.4 mm thick PCB shaped as an

annulus, with an inner radius of 12.5 mm and outer radius of 23 mm. The thermistors within

the calorimeter are electrically connected to this PCB, which connects to external equipment

for measurement and control. Before embedding within the calorimeter, each thermistor (both

heating and sensing) undergo extensive calibration to understand both the temperature response

and repeatability of the component.

2.4.4.2 Electronic Circuitry

Each sensing thermistor is configured within its own Wheatstone Bridge circuit (Figure 2.27) to

enable a more sensitive measurement of the thermistor’s resistance. Each Wheatstone Bridge

circuit consists of three 25 kΩ hermetically sealed, metal foil resistors which are selected for the

circuit to balance at approximately 22 °C. The out-of-balance voltages, are measured with Keithley

K2182A nanovoltmeters[157].

When balanced the potential difference between the two arms of the bridge, VBA(T ), is equal

to zero. However, when unbalanced the potential difference between the two arms is given by

Equation 2.23, where R4(T ) = R + ∆r(T ) and equating the three fixed resistors R1, R2, R3 to

R. This equation holds for small values of ∆r(T ), which is true for the thermistors used in the

calorimeter. If R� ∆r(T ), the relationship is approximately linear.

VBA(T ) = VS
∆r(T )

4R+ 2∆r(T )
(2.23)
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Core 2 thermistor

Core 1 thermistor

Left Core Heating thermistor Right Core Heating thermistor

Graphite Core Graphite Inner JacketPCB ring

Figure 2.26: Annotated radiographic image of the NPL proton calorimeter, image provided by
Nigel Lee.

VS

R1

VA

R2

R3

VB

R4

V

Figure 2.27: The thermistor (R4) configured in a Wheatstone Bridge in the NPL Proton Calori-
meter.
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The heating thermistors within the calorimeter are not separately connected, and are instead

connected in parallel to form local networks for each graphite component. Each network is attached

in series to a 100 Ω shunt resistor, over which a digital multimeter is positioned in parallel to

measure the potential difference and thus power supplied to each network (P =
Vshunt

2

Rshunt
). The

circuit diagram for the heating thermistors embedded in the core is shown in Figure 2.28. To

protect each network from an excess of power supplied, a 50 mA fuse is attached to each network

(not shown for simplicity) in addition to software limits on maximum power supply.

VS Rshunt

R1 R2

V

Figure 2.28: The configuration of the heating thermistors (R2 and R3) in the NPL Proton Calori-
meter.

The temperature feedback controller that ensures that each graphite component is held at the

prescribed temperature uses the Proportional–Integral–Derivative controller (PID) formalism[158],

shown in Equation 2.24.

u(t) = Kp

(
e(t) +

1

Ti

∫ t

0

e(t′)dt′ +Kd
de(t)

dt

)
(2.24)

Using the definition for the temperature error correction term (e(t)) in 2.25.

e(t) = Ttarget − T (t) (2.25)

The electrical signals and power that connect the embedded thermistors and external equipment

are connected via the intermediary PCB, described previously. Thin platinum wires of diameter
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2. Detection and Measurement of Radiation in External Beam Radiotherapy

0.1 mm connect the thermistors to the PCB, travelling radially inwards with minimal path length.

To enable the wires to reach the core and other internal components, thin grooves are etched into

the two halves of the graphite where necessary.

2.4.4.3 Dose to Graphite Determination

In Quasi-Adiabatic (QA) mode, the radiation induced temperature rise in the core needs to be

calculated. Whilst the beam delivery system may be able to determine when the beam is turned

on and off, the calorimetry system needs to be independent from this. To do this, the beam on/off

points are determined by observing the temperature gradient over a nominal window. The beam

on/off positions are identified by a large change in the absolute gradient.

These temporal positions are then fine tuned using an internal algorithm which minimises

residual errors. A second order polynomial fit is then applied to the temperature drift before

and after these calculated beam on/off positions. Using these two polynomials, an extrapolation

is then performed towards the midpoint between the beam on/off positions, at which point the

temperature difference can be calculated. This process is demonstrated in Figure 2.29, where the

NPL proton calorimeter was exposed in a scanned pencil beam delivering three layers of dose to

the calorimeter core.
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Figure 2.29: Temperature measurement of the NPL Proton Calorimeter to a scanned pencil beam
in QA mode.

To calculate dose to graphite, Equation 2.26 is used, expanding on Equation 2.21 with the

inclusion of correction factors (ki) such as those for impurities in the graphite (kimp) or the physical

gap between components within the calorimeter (kgap).

DoseGraphite = c(T )∆T ·
∏

ki (2.26)
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The uncertainty in the dose to graphite measurement (σDose) is calculated using Equation 2.27,

and is a combination of uncertainty of the calorimeter (σCalorimeter), which includes the uncertain-

ties on the calorimeter mass; Monte Carlo based uncertainties (σMonteCarlo); uncertainties in the

electrical calibration of the measuring equipment (σElectrical); uncertainties in the determination

of the specific heat capacity (σSpecificHeatCapacity); and uncertainties directly resulting from within

the measurement and analysis process (σMeasurement).

σ2
Dose(QA) = σ2

Calorimeter +σ2
MonteCarlo +σ2

Electrical +σ2
SpecificHeatCapacity +σ2

Measurement (2.27)

The introduction of the heating system to the calorimeter system, enables the operation of

"Isothermal (ISO) mode". In this mode, the core of the calorimeter is kept at a constant temper-

ature using the feedback mechanism and embedded heating thermistors described. When incident

radiation causes a heating effect, the temperature control algorithm reacts and this is observed

as a drop in electrical power required to maintain the temperature. This is demonstrated in Fig-

ure 2.30, where the calorimeter again receives three layers of dose in a pencil beam delivery. It can

be observed that the feedback mechanism briefly overcompensates in power supplied to the core

after the incident beam stops, however this is balanced by the accompanying decrease in power

immediately after.
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Figure 2.30: Electrical power measurement of the NPL Proton Calorimeter to a scanned pencil
beam in ISO mode.

In isothermal mode, the dose deposited in the core by the radiation is calculated using equa-

tion 2.28, where ∆PElec corresponds with the change in electrical power. As in Equation 1.1, a

number of correction factors need to be applied to the result. Of note is that this equation does
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2. Detection and Measurement of Radiation in External Beam Radiotherapy

not require information about the specific heat capacity of graphite.

DoseGraphite =

∫ t
0

∆PElec(t
′)dt′

mcore
·
∏

ki (2.28)

Removal of the specific heat capacity does change the uncertainty in the dose determined

(Equation 2.29), however it is not necessarily lower due to the inclusion of uncertainties associated

with the PID mechanism (σ2
PID).

σ2
Dose(ISO) = σ2

Calorimeter + σ2
MonteCarlo + σ2

Electrical + σ2
Measurement + σ2

PID (2.29)

This mode of operation has several advantages: The primary reason being that it allows a semi-

independent measurement to determine absorbed dose to graphite using a different technique. The

second reason that is perhaps not obvious is it becomes possible to reduce the time between

measurements as there is no longer a requirement to establish a temperature trend in quasi-

adiabatic mode between measurements.

2.5 Project Justification

The first justification for this project is that the NPL proton calorimeter needs to be aligned

relative to the proton beam delivery system. The uncertainty in this position alignment is contained

within the parameter σMeasurement is Equation 2.27 and Equation 2.29. As a primary standard

instrument, it is not sufficient to to trust the treatment delivery system implicitly, whether that be

the alignment lasers or the internal log files. Measurement of this should therefore be independent.

Radiochromic film is a valid option for measuring the beam with high resolution, but it is a slow

process requiring 24-48 hours of self-development time for accurate dosimetry[159]. Compliance

with a future Code of Practice for absolute dosimetry in proton beam therapy would most likely

require uniform delivery to a volume, and this would need to be independently measured and

verified in-situ.

A second justification for this project is that the NPL proton calorimeter was original designed

for dosimetry of passively scattered proton beams of diameter entering the device, centred at the

core. Prior to irradiation thermal equilibrium is achieved between the internal components of the

calorimeter, with no net flow of heat. With this mode of irradiation, the core, inner jacket, and

outer jacket are uniformly exposed, with the assumption that this would cause disruption of the

thermal equilibrium.

The introduction of PBS presents an issue for this assumption, as the temporal energy depos-
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ition is no longer uniform. Depending on the dose rate, the number of spots in a layer, and the

time between spots, the time dependent local temperature response may respond in different man-

ners. A more thorough understanding of heat flow within the NPL proton calorimeter is required,

requiring experimental and computational studies.

Characterisation of the calorimeter in moving pencil beams was performed by Petrie et. al in

2016[160], however it was limited in scope to "slow" moving Gaussian beams (speed 1 mm/s ) in

single axes at a time. This is not the case in therapeutic PBS, where the beam spot is magnetically

deflected in two dimensions at variable speeds. Understanding the internal heat transfer in these

situations requires more sophisticated thermal modelling and high resolution information on the

pencil beam’s position, size and uniformity. This thermal modelling of these complicated dose

delivery systems could be carried out using the treatment delivery log files, but as discussed as a

primary standard device it needs to be as independent from manufacturer influence as possible.

It is with this challenge in mind, that the prospect of using radiation-tolerance silicon devices

arises. These devices must not only be able to withstand the harsh radiation environment of medical

physics, where dose rates vary between 0.1-50 Gy/s, but also survive sufficient accumulated dose

such that studies can be performed before damage renders the device unusable. To monitor the

incident radiation in such a way that it does not perturb or influence the measurement by the NPL

proton calorimeter, the monitoring devices must be sufficiently thin. Further to this, any silicon

device must have high spatial resolution in order to determine the radiation that has been delivered

to the small components within the calorimeter. As discussed, SSD and CMOS devices have been

used with success in particle physics, an environment that demands many similar characteristics

as radiotherapy and have been selected for evaluation.

The objective of this thesis is therefore to apply a selection of silicon detectors to better un-

derstand the radiation delivered to the NPL proton calorimeter, facilitating further computation

study, in order to improve measurements of dosimetry.
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Chapter 3

Characterisation, Reconstruction,

and Evaluation of the PRaVDA

Tracker for Proton Beam Monitoring

3.1 Introduction

As described in Chapter 2 the use of a SSD to monitor radiation is not a new concept. SSDs

are well established in the realm of radiation monitoring, with applications ranging from particle

accelerators[161] to dosimetry of microbeams in a synchrotron.[162]. After reviewing the SSD

devices that the University of Birmingham had available that could be promising devices for

beam monitoring for the NPL proton calorimeter , the tracking unit developed for the Proton

Radiotherapy Verification and Dosimetry Applications (PRaVDA)[163] project was selected as a

promising candidate. Prior to this investigation the PRaVDA tracker unit had only operated in

a low beam current mode as part of research into Proton Computed Tomography (pCT). This

is several orders of magnitude lower than therapeutic particle rates where a particle rate of 1010

per second is not uncommon[164]. While technically capable of monitoring radiation beams with

higher particle rates, the tracker unit needed to be evaluated and understood before use with the

NPL proton calorimeter . In addition, the three projections per plane read-out of the tracker unit

meant that specialised reconstruction algorithms are needed to be developed. This had already

been established for pCT mode[165], however a new algorithm would need to be built and evaluated

for therapeutic mode.

The large active area of the PRaVDA tracker unit, defined as the region in which all three

planes overlap, is approximately a 5 cm radius. This is sufficiently large to cover the central core
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of the NPL proton calorimeter and many of the internal components but is not large enough for a

10× 10 cm2 reference field[166].

More details on the results presented in this chapter can be found in [22], which is also repro-

duced in Appendix B.

3.2 Proton computed tomography

Clinically, the Bragg peak is exploited in proton radiotherapy to deliver a precise dose at a defined

depth within the patient. Human beings are not composed solely of water, but a non-uniform

mixture of bone, adipose, and muscle, amongst other things. Even within the same bone, the

density can dramatically change depending on the location[167].

This presents a significant issue of proton radiotherapy as the stopping power of the medium

(〈dE
dx
〉) is influenced by the density, as previously described in Equation 2.11. Having a higher

density than expected would result in the proton Bragg peak being a shallower depth, whilst for a

lower density than expected the reverse is true. The latter is particularly problematic for proton

radiotherapy of lung tumours, where the lung’s lower density than a tumour could result in dose

delivered to a patient’s heart if the beam is misplaced[168].

For treatment planning, traditionally X-ray computed tomography (xCT) is used to identify

the tumour and determine the density distributions within the patient however this method is not

without inaccuracies.

It as been shown that Magnetic resonance imaging (MRI) could be used within the treatment

workflow for proton radiotherapy[169] By itself, MRI cannot determine electron density of tissue

which is necessary to perform treatment planning, and a conversion must be done to matched xCT

images to determine this[170].

In pCT the target is imaged with high energy protons such that the Bragg peak is not within

the patient or phantom. The particles are tracked before and after the target, with the path the

particle has taken reconstructed using statistical analysis tools (such as Bayesian formalism [171]).

Using a range telescope or other method, the residual energy of the particle can be measured,

which in turns enables energy loss along the path (and thus stopping power) to be determined.

To tackle this problem and develop new instrumentation for pCT, the PRaVDA consortium

was established[172].

3.3 PRaVDA tracker design

The instrumentation developed for the PRaVDA project needed to track the position of individual

protons before and after passing through a phantom (or patient) and the residual energy after
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exiting the patient phantom. To compute the stopping power of the tissue, a minimum of 109 − 1010

particles are required, with greater numbers required to reduce the uncertainties further.

With current research systems, the time required to acquire data is significantly larger than

xCT. In pCT, there is a non-trivial amount of scatter that the particles undergo as they propagate

though the phantom or tissue. In order to reconstruct the path that is taken, the incident and ex-

iting particle tracks for each particle must be recorded separately for each particle. The measuring

equipment for pCT must thus be able to record at a fairly rapid rate, else the duration required

to image a patient becomes unreasonable.

It was determined that to measure particles in this manner, the most appropriate technique

would be to use Silicon Strip Detector (SSD) technology. Unlike a full 2D sensor, the single di-

mension acquired by a SSD would significantly reduce the amount of data acquired, increasing the

obtainable frames/second. By having two separate SSD layers orthogonal to each other, the X and

Y of a particle can be determined and thus reconstructed. This does introduce a limitation on

the number of particles/frame that is not present for a fully 2D pixel sensor, as demonstrated in

Figure 3.1. As the SSD would be unable to distinguish different particles, a phenomenon known as

"Ghosting" occurs, where it is impossible to determine which of the particles are real and which

are "ghosts". The ratio of true particles:"Ghost" particles gets significantly worse as the number of

particles/frame increases, following a n : (n− 1)! relationship, where n is the number of particles.
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Figure 3.1: Example of "ghosting" artefacts in with "XY" position tracking.

Clearly the effect of ghosting could be suppressed with the inclusion of a third SSD layer,

as documented in by Spieler[173]. The three layers of the PRaVDA tracker were oriented at

66



3.3. PRaVDA tracker design

non-orthogonal 60° intervals in an "XUV" orientation. A photograph of the partially assembled

PRaVDA tracker can be seen in Figure 3.2.

Silicon Strips

X layer Readout PCB

Figure 3.2: Internals of PRaVDA tracker unit.

The specifications of the PRaVDA tracker unit are shown in Table 3.1, whilst a detailed de-

scription of the electronics and circuitry is described by Esposito et al.[163].

Name Quantity Units
strip pitch 90.8 µm
strip thickness 150 µm
strip count 1024
refresh rate (pCT) 26 MHz
refresh rate (treatment mode) 6000 Hz
active area (strip half) 93 x 48 mm2

active area (combined) 93 x 96 mm2

Table 3.1: Specifications of the PRaVDA tracker silicon strip detector

3.3.1 pCT mode

In pCT mode, and at low particle rates, the PRaVDA tracker unit is capable of recording the

position and time stamp (to an accuracy of 38.5 ns) of individual particles as they pass through

the silicon. The clock speed of the PRaVDA tracker unit is 26 MHz, matched to the frequency of

the cyclotron at the iThemba Labs proton facility, and as such the detector is capable of measuring

pulses from the accelerator. For low numbers of particles in each bunch passing through the tracker

per frame, the tracker unit is able to distinguish individual events and, via an algorithm, reconstruct
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the path of the individual particles. Incoming signal generated by the tracker units are converted

into outgoing coordinates and their associated vectors. If multiple angles of the phantom are

imaged, a backprojection-then-filtering algorithm is used to reconstruct the 3D image [174] .

3.3.2 Therapeutic mode

At therapeutic dose rates the PRaVDA tracker unit is unable to differentiate between individual

particles, due to the very high number of particles per frame. Data acquired by the detector in

treatment mode is semi-digital; it is possible to count the number of interactions in each frame by

assessing whether two charge thresholds have been reached. The first charge threshold could be

set between 200-10,000 electrons per frame, whilst the second could be set between 20,000-160,000

per frame. These can be adjusted using the provided software to an arbitrary value however due to

the design of the tracker unit it was not possible to perform calibrations of these threshold levels

via external charge injection.

For each frame of acquired data, information was available for each strip channel telling whether

the charge was above each of the set thresholds. The first threshold was expressed as raw bits for

each strip channel, whilst the data of the second threshold was compressed into binary numbers.

Multiple frames need to be combined to reconstruct a beam profile but clearly the plot of hits vs

position will still saturate for any strips where there is often more than 2 hits per frame. Several

consecutive frames are composited to reconstruct a profile.

Assuming that the probability of a threshold being exceeded is proportional to the intensity of

the incident radiation; the effect of superimposing numerous frames can be seen in Figure 3.3. With

the prior knowledge that the majority of incident radiation beams in PBS will be Gaussian-like, a

median rank filter of variable size can be introduced to minimise the impact of random fluctuations.

Note that the numerical simulations presented do not include masked channels, which would never

report a signal over threshold.

This purely numeric simulation explored the gamma index passing rate of the resultant profile

up to 600 frames (representing approximately 0.1 seconds of recorded data). The gamma index

compares dose difference (DD) and distance to agreement (DTA) between two dose distributions,

and is described mathematically in appendix A.1.1.4. An incident Gaussian was centred on strip

channel 512 and with a FWHM of 200 strips. To evaluate the accuracy of the acquired strip profile,

the gamma conditions were set at 3 %/3 mm, and with a dose cutoff of 20%; matching clinically

used conditions at University Hospitals Birmingham (UHB).

As expected, it can be shown that the gamma passing rate increases with the number of frames

in the composite however after 600 frames the passing rate is still less than 70% and would be

considered a failure in a clinical environment. This is due to local fluctuations caused by the
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Figure 3.3: Simulated effect of compositing multiple PRaVDA tracker frames with a median rank
filter of 20.

random nature of the signal deposition. It is possible to mitigate this however by applying a

median rank filter to the generated profiles, with the effect of a rank of 5, 10, and 15, shown in

Figure 3.4. When applying a median rank of 15, an excess of 70% gamma passing rate is achievable

after approximately 100 frames (0.016 seconds), with greater than 90% achievable after 600 frames.

The effect of changing the median rank filter on the raw therapeutic mode data acquired over

600 frames can be shown in Figure 3.5. For a modest median rank of 15, the gamma passing rate

greatly increases. A median rank in excess of 60 begins to lower the gamma passing rate, likely

due to details being smoothed out. There is a notable oscillation on every odd/even rank value,

this is due to the filter mechanism interpolating between adjacent pixels for even values[175]. The

recommendation based on this small investigation is to have the median rank filter should be odd

and as low as possible whilst removing the effect of masked frames or noise fluctuations. A median

rank value of 15 is used for the rest of this section, unless explicitly stated.
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Figure 3.4: Simulated effect of multiple PRaVDA tracker frames on Gamma Passing Rate with
various median rank filters.
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Figure 3.5: Gamma passing rate of simulated multiple PRaVDA for various median rank filter
values.

3.4 Image reconstruction

3.4.1 Algorithms

Two algorithms were developed to reconstruct the signal as part of the investigation into the

PRaVDA tracker unit, which will be referred to as the projection and interpolation methods. A

comparison of the two methods reconstructing an arbitrary 25 x 15 mm2 ellipsoid that is rotated

23° can be shown in Figure 3.6. The centre of the reconstruction is the same for both methods,

however the peripheral and other information is different.

The projection method is characterised by its hexagonal shape, originating from the smearing of

signal received by each of the three non-orthogonal planes. This method imposes minimum bias on

the incident signal and is capable of reconstructing noisy signal in the presence of masked strips.

Gamma passing rates of the projection method are typically less than 5%, making it clinically

unacceptable.
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3.4. Image reconstruction

By comparison, the interpolation method is defined by its lack of hexagonal streaking. This

method uses the beam centre, calculated via the interpolation method, and attempts to use the

1D beam profile acquired by a strip to infer the 2D beam profile. A significant amount of pre-

processing is required with this method; requiring normalisation and increased computational time,

and being unable to cope with noisy strip data necessitating additional smoothing. Despite this,

the gamma passing rate of this method is significantly higher, with passing rates of 60% being

achieved, although it is still not high enough to be clinically acceptable.
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Figure 3.6: Comparison of the two PRaVDA tracker reconstruction methods.

The projection reconstruction algorithm was designed with rapid validation of the incident beam

in mind, prioritising the speed of reconstruction. The aim of this, was that if the project were

taken further clinically then real-time validation of proton beam spot-scanning could be achieved.

The interpolation reconstruction algorithm was designed for off-line reconstruction of the incident

beam, prioritising accuracy of the reconstruction.

A full description of the algorithms behind the two methods is described in Appendix A.1.

3.4.2 Beam centre evaluation

Both reconstruction methods generate a 2D array of pixels, capable of further analysis. The beam

centre of the beam with the projected method was determined by calculating the centre of mass

for all points (with equal weighting) above a determined pixel threshold. A technical report on

this method with a threshold value of 50% was submitted to JINST[22].

To determine how appropriate this threshold value was for determining the centre of mass, a

number of reconstructed beams were simulated for varying number of frames. A medium rank

filter of 15 was again used, with each target number of frames simulated 20 times for the mean

and standard deviation to be determined. The beam centres of these simulated beams is shown
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in Figure 3.7. The unsuitability of the 25% threshold was predicted and confirmed, the projection

reconstruction method generating streaked artefacts that are 33% of the maximum signal. Com-

paring the 50% and 75% thresholds, there is no obvious advantage in one over the other from this

figure alone.
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Figure 3.7: Simulated beam centre error of the PRaVDA tracker unit against number of frames in
composite.

Evaluating more thresholds results in Figure 3.8, where the sharp reduction in reconstructed

beam centre error can be observed at 33% threshold. As shown in Figure 3.7, increasing the number

of frames available for the reconstruction does appear to reduce the beam centre error across all

threshold values. Between approximately 40% and 80% there is no significant difference in the

beam centre error, as it is observed to plateau, however there appears to be a trend, especially in

the region with frames in excess of 900, where increasing the threshold value increases the beam

centre error.
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Figure 3.8: Investigation of threshold value on beam centre for increasing number of frames.

There is motivation for the threshold value to be as high as possible, without increasing the

beam centre error. A low threshold requires that more of the beam profile must be captured on each

SSD, effectively reducing the available area for beam capture. For comparison, a higher threshold

can tolerate more of the beam not being captured by the profiles, increasing the available area
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3.5. X-ray beam investigation

for beam capture. This is demonstrated in Figure 3.9, where the beam centre error for differing

threshold values is calculated for an array of 20 × 20 mm2 beams centred at different points on

the detector.
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Figure 3.9: Effect of varying the threshold on reconstructed beam centre for 50% and 80% for a
simulated 20 × 20 mm2 beam.

For the 50% threshold simulation, the viable area for reconstructing the beam centre within

an acceptable tolerance of 2 mm was found to be 2660 mm2. At a simulated 80 % threshold, this

viable area is 3780 mm2, a 40% increase. The "viable areas" of the thresholds are thus inferred to

depend on the FWHM of the incident beam, with narrower beam possessing a larger "viable area".

Likewise, a wider beam would possess a greater difference between the 50% and 80% threshold

values.

It is important to note however, that exposing this additional area where the beam centre can

be reconstructed to radiation would also irradiate the sensitive electronics supporting each strip

layer, the radiation tolerance of which will be lower than the silicon strips. A compromise between

the two thresholds is thus advisable where the viable region from the 50% threshold simulation is

used as a target, but the 80% signal threshold is used in the reconstruction.

3.5 X-ray beam investigation

3.5.1 Motivation

Evaluation of the PRaVDA tracker unit in therapeutic mode was first performed at the NPL, using

an Elekta Synergy linear accelerator. Despite being a different radiation modality to PBS, due to

difficulties securing proton beam access future evaluation of the PRaVDA tracker unit with the

NPL proton calorimeter is easier to perform at NPL.
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3.5.2 Expectation

Due to the low mass-energy absorption coefficient of silicon at therapeutic energies it was expected

that the PRaVDA tracker unit would have a very low detection efficiency. It was theorised that

despite this there could be sufficient X-rays of low enough energy that it is should be possible to

detect something from the beam, although a full Monte Carlo simulation would be required to

validate this. A comparison of the energy spectrum of a 6 MV Linac generated using PRIMO[176],

and reference Silicon Mass-Energy Absorption Coefficient values[78] can be seen in Figure 3.10.
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Figure 3.10: Energy Spectra of a typical 6 MV Linac compared to the Silicon Mass Energy-
Absorption Coefficient.

In addition, there is expected to be a non-trivial amount of contamination of the X-ray beam

by secondary electrons[177]. Such electrons would certainly interact with the PRaVDA tracker

unit, but predicting the signal response would again require a dedicated Monte Carlo study.

We can thus estimate that the average photon will have 1.5 MV energy and have a Mass

Energy-Absorption of 3.5 × 10−2 cm2/g. From literature, the fluence rate in comparable Linacs

at 6 MV is 6.6 × 107/ cm2/pulse[178]. Together we can estimate that each Linac pulse could

result in 80000 photons/cm2, which would liberate approximately 3 × 1010 electrons/cm2. This

is comparable to the second electron threshold, and as such likely to generate measurable signal,

although saturation is likely to be an issue for large field sizes.

3.5.3 Methodology

The PRaVDA tracker unit was positioned at isocentre in the Linac, with the middle tracker layer

aligned to the positioning laser. Due to the physical separation of the three layers within the

tracker, there was concern that angular misalignment would cause systematic errors. Angular

positioning was thus achieved by use of a reflective mirror placed on the front of the PRaVDA
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3.5. X-ray beam investigation

tracker unit. 5 cm of WT1[179] water equivalent build up placed directly in front of the tracker, as

per IAEA recommendations[80]. The Linac was tuned and fully warmed up before the investigation,

delivering 530 Monitor Units (MU) per minute at 6 MV and 450 MU per minute at 10 MV.

The value of the second electron signal threshold was varied until the resultant profiles in the

three planes no longer saturated.

Linear Accelerator
Head

Beam WindowVacuum Tubing

Figure 3.11: Setup of the PRaVDA tracker in an
Elekta Synergy linear accelerator.

WT1 Build-up Linear Accelerator
Head

PRaVDA Tracker
Unit

Figure 3.12: PRaVDA tracker positioned at iso-
centre with 5 cm of water equivalent build-up.

3.5.4 Profiles

The raw profile result for a 15 × 15 mm2 X-ray beam positioned in the centre of the tracker can be

seen in Figure 3.13. As with the simulations overlaying acquired frames, the profile has a degree

of noise associated with it. The effect of masked strips can be seen in the figure as abrupt drops to

half, or zero signal. This is due to the separate strip halves of each SSD responding independently.
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Figure 3.13: Raw profiles acquired from a 6 MV 15 × 15 mm2 6 X-ray field. The U -plane is
orthogonal to the square of radiation, whilst the X and V planes are aligned at an angle.

The FWHM of this beam is approximately 160 strip channels on each plane, 14.5 mm, as

expected. Applying a medium rank filter of 15 to all of the planes produces Figure 3.14, where the

effect of masked frames or noisy variations is removed.
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Figure 3.14: Smoothed profiles acquired from a 6 MV 15 × 15 mm2 X-ray field.

3.5.5 Pulse detection

The expected temporal dose profile provided by the Linac is composed of short 3 µs long pulses.

The number of pulses delivered per second by the Linac, known as the Pulse Repetition Frequency

(PRF), is variable and depends on the energy of the radiation being emitted and other treatment

parameters. The photon spectra of the Linac was not measured, as this is not a trivial task,

but comparisons can be made to prior results in literature[180] as long as the accelerators are

dosimetrically matched[181].

The PRaVDA tracker unit was able to detect the 400 Hz pulses from the linear accelerator, as

demonstrated in Figure 3.15. By comparing the pulse rate detected by the tracker against radiation

pulses from the Linac, it was possible to confirm that the PRaVDA tracker unit was operating at

6000 ± 60 frames per second.

This could be directly compared to a 10 MV beam, which has a PRF of 200 Hz, and can be also

seen in Figure 3.15. The dose rate of this beam was a lower 450 MU/min, however each individual

pulse deposits approximately 70% more dose. This is reflected in the y-axis of Figure 3.15, where

the average number of hits/frame/layer is several times that seen in Figure 3.15 for 200 Hz PRF.

Temporal analysis of the pulses from the Linac reveal that due to the low duty cycle of the

beam only approximately 1 in 30 frames had viable data in 6 MV mode that could be used for

reconstruction. This decreases to 1 in 60 frames for the 10 MV beam with 200 Hz PRF. This

presents a potential issue for a reliable reconstruction of the incident beam, requiring 30× the

amount of frames in order to reconstruct a profile on each plane that is within the gamma passing

rate limit of 95%. This issue would be unique to X-ray radiotherapy, and should not be an obstacle

in PBT.
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Figure 3.15: Pulses from the linear accelerator, as recorded with the PRaVDA tracker for a 6 MV
400 Hz PRF beam and a 10 MV 200 Hz PRF beam.

3.5.6 X-ray Linearity

The linearity of the PRaVDA tracker unit was investigated by changing the dose rate of the Linac.

The gun current supplied to the filament was changed, thus reducing the number of electrons per

pulse whilst maintaining the number of pulses generated per second. For a 15 × 15 mm2 field the

central strip in the x -plane was studied, using the threshold values determined previously. Dose

rate was measured using the Linac’s internal ionisation chamber. The linearity response can be

seen in Figure 3.16.

The response was not found to be very linear, showing a saturated response from approximately

70 MU/min. An unexpected feature is the lack of response before approximately 30 MU/min. This

is likely due to charge accumulated in that strip in each frame not exceeding the first threshold.

3.5.7 Static position reconstruction

To validate the ability of the PRaVDA tracker unit to reconstruct static beam positions, a series of

static beams at different beam centres were used. 15 × 15 mm2 square fields were used for this as

they are approximately the same size as beamlets in PBS. In the Elekta Synergy model of Linac,

the beam is shaped by Tungsten MLC leaves that are 8 cm thick with 1 cm resolution, which is
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Figure 3.16: Linearity of PRaVDA Tracking Unit in a 6 MV X-ray beam.

supported with a backup diaphragm. To accommodate the desired 15 mm edges, the diaphragm

was prescribed to partially shield a nominal 20 × 15 mm2 field to create the desired square shape.

The reconstruction of a beam positioned at the centre of the PRaVDA tracker unit using the

projection method for increasing number of frames can be seen in 3.17. The beam centre for this

full data set was calculated to be (0.28 mm, 0.52 mm). Based on the simulations presented in

Figure 3.7, the uncertainty on this can be estimated at less than 0.1 mm.

The ability of the PRaVDA tracker unit to reconstruct beams of smaller sizes was briefly invest-

igated by reducing the size of the field generated by the MLC, maintaining setup and threshold

settings. In these measurements, the PRaVDA tracker unit suffered from insufficient signal to

varying degrees. Clinically, when delivering a fixed number of MU and changing the field size the

measured dose is observed to change in an effect referred to as the "Output factor" [182]. The

PRaVDA tracker unit is observing this phenomenon, however instead it is the dose rate that is

changing.

With this lower dose rate, it was found that the gain tuning of the second signal threshold

(previously optimised for the 15 × 15 mm2 field) was no longer suitable. Beam profiles in the

x -layer acquired by the PRaVDA tracker unit in 1.6 seconds for different beam sizes is shown in

Figure 3.18. Beams smaller than the 15× 15 mm2 reference were found to under respond. Whilst

the profile acquired of 10 × 10 mm2 field is Gaussian-like, the number of counts is significantly

reduced. Applying a calibration using the linearity measurements to correct for this could not be

achieved due to the non-linearity as shown in Figure 3.16. A reconstruction using the 10×10 mm2

can be shown in Figure 3.19. In the 5 × 5 mm2, no signal was acquired in threshold two whilst

threshold one was again still found to saturate.

The opposite problem occurs for larger beams, as shown in Figure 3.20, as the overall dose

rate in the beams is increased the second signal threshold begins to saturate. Saturation can be
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Figure 3.17: Projection reconstruction of 15 × 15 mm2 6 MV X-ray field for increasing number of
frames.

observed directly in the plane profile as the flat signal with a value corresponding to the number

of Linac pulses×2, as there are two strip halves per plane.

The significant decrease in signal for the smaller beams is much more prominent than would

be expected from prior literature of the output factor. This would suggest that the PRaVDA

tracker unit may not be suitable for beam monitoring of X-ray beams without being able to

dynamically change the threshold values; however this is unlikely to be an issue for PBS, which do

not significantly change size.

Returning to the 15 × 15 mm2 beam, the PRaVDA tracker unit was then exposed with beams

of radiation at different positions within the active area, again by changing the MLC configuration

and rotating the Linac collimator head. These reconstructed beams at different positions can be

seen Figures 3.21, and 3.22. Despite the observed shape of the beam distorting, all beam centres

were within 0.1 mm of their prescribed location relative to the beam centred at (0 mm, 0 mm).

79



3. Characterisation, Reconstruction, and Evaluation of the PRaVDA Tracker
for Proton Beam Monitoring

0 128 256 384 512 640 768 896 1024
Channel number

0

200

400

600

800

1000

1200

1400
Si

gn
al

5 × 5 mm2

10 × 10 mm2

15 × 15 mm2

20 × 20 mm2

25 × 25 mm2

30 × 30 mm2

Figure 3.18: Beam profiles as measured by the PRaVDA tracker unit for various X-ray beam sizes.
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Figure 3.19: Reconstruction of 10× 10 mm2 6 MV X-ray field.
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Figure 3.20: Reconstruction of 30× 30 mm2 6 MV X-ray field.
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Figure 3.21: Reconstruction of 15 × 15 mm2 6 MV X-ray field positioned at (0 mm, -20 mm).
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Figure 3.22: Reconstruction of 15 × 15 mm2 6 MV X-ray field positioned at (-20 mm, 0 mm).

3.5.8 Dynamic position reconstruction

3.5.8.1 Sliding X-ray beam

The first test of dynamic position reconstruction using the PRaVDA tracker unit was moving

the MLC of the Linac during beam delivery. This was achieved by using the iCom Customer

Acceptance Test (iComCAT) software version 14.0.0.0 (Elekta Ltd, Crawley, UK) to program the

Linac to deliver a repeatable moving field. The central pair of leaves from each side of the MLC

within the Linac head (Y120,Y121,Y220, and Y221) were programmed to move between ± 60 mm,

creating a 20 × 15 mm2 beam. The diaphragms within the Linac were programmed to follow,

making the beam size 15 × 15 mm2 to match previous measurements.

The PRaVDA tracker unit was configured to obtain 10,000 frames as before, however the frames

were divided into 25 composites for sequential beam reconstruction, each with 400 frames. In this
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configuration each composite would be expected to have 13-14 frames with pulse data from the

Linac and as such the estimated position reconstruction uncertainty is of the order ±0.2 mm. The

rate that the beam moved was controlled by changing the total number of MU was that to be

delivered to the target volume, whilst the Linac was configured to deliver the maximum dose rate

possible.

Figure 3.23 shows the displacement of the reconstructed beam from the first frame in each

acquisition. The relationship between beam position and time is linear, implying that the Linac

delivered a uniform dose rate for each measurement. For comparison, the displacement for sub-

sequent frames was calculated for a stationary 15 × 15 mm2 beam positioned in the centre of the

PRaVDA tracker unit.
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Figure 3.23: Analysis of moving X-ray fields for various prescribed Monitor Units.

It can be shown in Figure 3.24 that there is a linear relationship between the inverse of the

calculated beam velocity, a quantity comparable to "Dwell time" in PBS, and the total MU de-

livered. There is a linear relationship between these points that when extended intersects with the

origin. This result is expected, and confirms that the Linac was able to deliver the same dose rate

for each measurement.
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Figure 3.24: Calculation of dwell time calculated for a sliding X-ray beam for different prescribed
Monitor Units.

82



3.6. MC40 Proton beam results

3.5.8.2 Rotating X-ray beam

A moving beam of radiation was first achieved by delivering a 15 × 15 mm2 square field offset

from the isocentre by a variable distance in one axis. The PRaVDA tracker unit was set to record

10 consecutive samples of 10,000 frames each whilst the Linac head was manually rotated between

±180° without interrupting the beam. The effects of a rotating a beam with offset of 20 and 40 mm

can be seen in Figure 3.25, with 400 frames per reconstructed spot (approximately 12-13 frames

with data per composite). For comparison, a stationary measurement of a 15 × 15 mm2 beam

irradiating (0 mm, 0 mm) was also analysed and used as a reference.

Relative to the stationary beam, the arc of the 20 mm offset beam was determined to be a

radius of 20.14 ± 0.40 mm. This relatively large uncertainty is as a result of insufficient frames per

composite. For moving beams, this presents a potential issue as whilst more frames per composite

could reduce the spatial uncertainty, it would increase the temporal uncertainty. Despite this large

uncertainty, there is indeed agreement between the calculated and predicted radius.

The arc of the 40 mm offset beam was determined to be of a radius 36.81 ± 0.78 mm. This

is significantly lower than could be expected, and is attributed to the beam profile not being fully

captured by the PRaVDA tracker unit layers, as previously predicted. The profile from the sensor

becomes clipped at the edge, moving the centroid further inwards.

3.6 MC40 Proton beam results

3.6.1 Motivation

Further testing was to be performed at the MC40 cyclotron at the University of Birmingham, a

particle accelerator capable of accelerating protons between 3-38 MeV. The facility is very suited

for research, capable of delivering a large variety of beam currents. The lowest beam currents that

can be delivered are typically of the order 1 fA, and correspond to a single proton or less per pulse

of the cyclotron whilst the highest beam currents capable are of the order 0.1 mA, for isotopes

production.

This facility is of particular advantage for evaluating the PRaVDA tracker unit, due to extensive

prior experience in pCT mode for the PRaVDA project.

3.6.2 Methodology

The PRaVDA tracker unit was placed on the optical rails in front of the beam nozzle, as shown in

Figure 3.26. This allowed the PRaVDA tracker unit to be moved perpendicularly away from the

beam nozzle, while ensuring that the sensor is central to the beam. The sensor was positioned at
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Figure 3.25: Calculated beam centres of a rotating 6 MV 15 × 15 mm2 field for various offset
positions.
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a distance of 17 cm from the beam nozzle.

PRaVDA Tracker
Unit

MC40 Cyclotron
Extraction MagnetBeam WindowBeam Dump

Figure 3.26: Setup of the PRaVDA tracker at the MC40 Cyclotron Facility.

In order to reduce the size of the proton beam,an aluminium collimator was placed on the beam

nozzle with a 30 mm diameter. This was supported by a second aluminium collimator with 20 mm

diameter aperture placed closer to the PRaVDA tracker unit. The second collimator was placed

on a pneumatic piston, enabling the proton beam to move laterally in one direction. A photograph

of the setup can be seen in Figure 3.27.

PRaVDA Tracker
Unit

MC40 Cyclotron
Beam PipeBeam Window

Moving Collimator

Figure 3.27: Photograph of PRaVDA tracker with moveable collimator.

For a stationary beam, the sensor was exposed to 36 MeV protons with a variety of beam

currents evaluated between 0.02 and 0.1 nA in order to assess linearity and detector performance.

For a constant beam current of 0.1 nA, the threshold values were again tuned to prevent saturation.

Whilst this value is less than proton currents used in clinical environments, it enables the study of

the detector without fear of inducing radiation damage.
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The linearity of the PRaVDA tracker unit can be seen in Figure 3.28. The response of the

detector was significantly more linear than in the previous Linac measurement, an effect attributed

to the different interaction properties of protons.
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Figure 3.28: Linearity response of the PRaVDA tracker unit in a 36 MeV proton beam.

3.6.3 Proton reconstruction

The profiles acquired by the PRaVDA tracker unit for the stationary beam central to be detector

can be shown in Figure 3.29. The FWHM of the resultant beam can be estimated at approximately

30 mm using the profiles. This is larger than the collimator, and would be as a result of the low

energy protons scattering in the air and geometric divergence.
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Figure 3.29: Beam profiles as measured by the PRaVDA tracker unit for a 0.10 nA 36 MeV proton
beam.

The reconstruction of the proton beam with the 20 mm diameter collimator placed centrally

to the PRaVDA tracker unit can be seen in Figure 3.30.The centre of this beam is estimated at

(-6.30, -4.81 mm) ± 0.20 mm.

The ability of the PRaVDA tracker unit to record and reconstruct moving proton beams was
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Figure 3.30: Reconstructed images of a 36 MeV proton beam with nominal position of (0 mm, 0
mm).

evaluated by moving the collimator back and forth whilst acquiring data. Building on experience

gained for a moving X-ray beam, the number of frames per measurement acquired was increased

to 100,000, equivalent to almost 17 seconds.
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Figure 3.31: Calculated positions of a moving proton beam using the PRaVDA tracker unit.

Figure 3.31 shows the reconstructed x and y position. It can be observed that there are regular

spikes in the calculated position as the collimator moves to each side. This is likely to be a result

of protons scattering off of the edge of the second collimator.

It is possible to determine the speed that the collimator moves by calculating the x-axis gradient

whilst the collimator is moving. The speed of the moving shutter could also estimated by recording

the shutter move with a mobile phone, allowing the transition time to be estimated by counting

video frames. This method of measuring the speed makes the assumption that the collimator moves

exactly 40 mm, with negligible acceleration. A comparison between the speed of the collimator

acquired via these two methods can be seen in Figure 3.32. The average speed, as determined
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Figure 3.32: Calculation of the speed of a moving collimator using the PRaVDA tracker, compared
to video.

by the PRaVDA tracker unit was determined to be 45.60 ± 0.45 mm/s, consistent with that as

determined by the video at 46.51 ± 0.71 mm/s.

3.7 Discussion

The limitation of the PRaVDA tracker unit requiring an excess of 200 frames in order to reconstruct

one dimensional to an acceptable gamma passing rate is not to be underestimated. When factoring

in the low duty cycle factor for the Linac (with a PRF of 400 Hz), this indicates that the PRaVDA

tracker unit would require approximately 1 second per image. As shown in sections 3.5.7 and

3.5.8, quantifiable data regarding the beam such as beam centre and FWHM can still be extracted

on significantly smaller timescales. This highlights the importance of expectation regarding what

information can be extracted with the PRaVDA tracker unit when used with the NPL proton

calorimeter .

With the results obtained thus far, a decision was made to perform a measurement with both

the NPL proton calorimeter and the PRaVDA tracker unit in a high energy PBS facility. This

experiment would have exposed both devices; recording dose deposited on the calorimeter and beam

position and intensity with the PRaVDA tracker unit. To prepare for this, the tracker unit was

shipped from the University of Birmingham to the National Physical Laboratory. Unfortunately,

during shipping damage occurred to 2/3 of the SSD layers, as shown in Figure 2.19, rendering the

device inoperable.

Whilst there were remaining PRaVDA tracker unit devices that could still being used to progress

this project, they were crucial for other experiments and could not be spared.
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U layer

Shattered X layer

Figure 3.33: Broken Internals of PRaVDA tracker unit.

3.8 Conclusion

From prior pCT work, the PRaVDA tracker unit was known to work with protons as can be found

in literature. However it has not been used in "treatment mode" before, and with the development

of reconstruction algorithms is now capable of providing usable information on proton and X-ray

beam locations. As a result, the PRaVDA tracker unit demonstrated itself as a viable candidate

for PBS monitoring for use with the NPL proton calorimeter as required by this project.

The non-orthogonality of the PRaVDA tracker unit, as required for pCT is likely a hindrance

for the therapeutic dose rate monitoring with the third layer becoming superfluous. In addition

to increasing equipment costs, the third layer would cause additional energy loss and scattering of

the beam. Beam monitoring with two layers of a detector is common in radiotherapy, with devices

such as the IC128-25LC-2I device by Pyramid[183][184].

As discussed in this chapter, the PRaVDA tracker unit has many features designed for pCT

that are not suited for clinical use. The use of SSD for beam monitoring in PBS is already is use at

many facilities around the globe; and whilst they may benefit from the lower pitch of the PRaVDA

tracker unit, the three layers would not provide any benefit in their current form.
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Chapter 4

Characterisation and Evaluation of

CMOS detectors

4.1 Introduction

To evaluate suitable technologies for monitoring radiation in PBS, it was determined that there

should be a comparison of the beam tracking suitability of a technology other than SSD.

For comparison with the PRaVDA tracker unit, a large format CMOS detector was evaluated

to determine its suitability for proton beam monitoring as part of this project. After consulting

with the CMOS Sensor Design Group at the Rutherford Appleton Laboratory (RAL), who have

extensive experience developing radiation hard CMOS sensors for a wide range of appications, a

prototype for a newly developed CMOS for medical and scientific imaging was provided.

Unlike SSD technology, a significant advantage of using CMOS would be to be able to measure

a 2D dose distribution with no reconstruction required. This would enable it to measure the dose

distribution within a proton beam, determining whether it is symmetrical and homogeneous or has

non-uniformities.

4.2 vM1212 Detector Studies

4.2.1 Detector Characteristics

The supplied CMOS detector was a vM1212 pixelated detector, which was based on the "LASSENA"

sensor which was developed by RAL[185], and then licensed and manufactured into a full detector

assembly by vivaMOS Ltd[186], now incorporated into Nordson DAGE[187]. A photograph of the

vM1212 detector sensor can be seen in Figure 4.1.
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Extension PCB

Titanium Support Active Area

Figure 4.1: Photograph of the vM1212 Detector.

The vM1212 detector has a pixel pitch of 50 µm and sensitive area of approximately 6×6 cm2.

The pixels were designed to be tolerant against ionising dose, which was achieved by arranging

the internal layout of the pixels as recommended by Snoeys et al.[188]. The pixel are of the "3T"

design and as such lacks a global shutter. A list of the specifications of the detector can be seen in

Table 4.1.

Name Quantity Units
pixel pitch 50 µm
resolution 1204 × 1248 pixels
active area 60. 2× 62.4 mm2

minimum integration time 28.3 ms
maximum frames per second 35.3 Hz
water equivalent thickness ≈ 1.5 mm

Table 4.1: Specifications of the vM1212 Detector.

The detector was composed of a PCB and sensor, which connect together back to back. For

low energy diagnostic imaging, a 2 mm thick lead plate can be placed between the two components

to shield the PCB from radiation damage. This is not ideal for this project however, as the PCB

would be exposed to damaging high-energy radiation capable of penetrating the shielding, so a

pair of extension PCBs are used to separate the detector sensor and control PCB. These extension

boards were provided by RAL, with an extension board visible in Figure 4.1.

The sensor was glued to a titanium support approximately 5 mm thick. This amount of material

would severely impact incident proton beams to the NPL proton calorimeter with a non-trivial
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amount of beam energy lost, whilst inducing a large amount of scatter. To overcome this, a small

square of approximately 4.5×4.5 cm2 was removed with the sensor only supported at the edges. As

with the PRaVDA tracker unit, this is not large enough to cover a 10×10 cm2 reference field for use

with the NPL proton calorimeter but would fully capture beams irradiating the calorimeter core

and facilitate preliminary testing. A photograph of the beam window can be seen in Figure 4.2.

Connection to
Readout PCB

Beam Window

Figure 4.2: Photograph of the beam window of the vM1212 Detector.

The vM1212 detector obtains frames at a rate higher than it is able to transmit them to a

controlling computer. When this occurs, the untransmitted data is stored in volatile memory on

the detector while it waits to be transferred. This storage is however finite and it is possible to

exceed it, causing the device to crash. The result of varying the integration time against maximum

acquisition time (defined as Nframes × tintegration) is shown in Figure 4.3. As all the transferred

files are the same size in memory, this relationship was found to be independent of the signal

acquired by the detector. For the minimum acquisition time of 28.3 ms, the maximum continuous

acquisition time was approximately 11 seconds, or approximately 370 frames before this memory

was filled. Increasing the integration time per frame increased the maximum acquisition time,

owing to the detector having longer to transmit each frame and there being less frames per second.

The results of a small investigation demonstrating this can be seen in Figure 4.3, where a positive

but non-linear relationship can be shown.
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Figure 4.3: Maximum acquisition time of the vM1212 Detector as a function of integration time.

4.2.2 Microbeam Dosimetry Investigations

The combination of high spatial resolution, high dynamic range of the pixels, and predicted ra-

diation tolerance of the device suggested that the vM1212 detector was a viable candidate for

dosimetry in Microbeam Radiation Therapy (MRT). MRT is a novel type of radiation therapy in

which narrow beams of radiation selectively irradiate portions of the target volume[189]. Preclinical

studies have indicated that this modality has greater efficacy than conventional radiotherapy using

a single uniform radiation field[190]. The reason for this is not currently fully understood, but mech-

anisms under investigation are the preferential damage to vascular tissue in tumours[191][192][190],

radiation-induced bystander and abscopal effects[193][194], and chemical interactions[195].

Ribbon CableEBT3 FilmExtension Board

Lead Shielding Microbeam Collimator

Figure 4.4: Photograph of the vM1212 Detector during the X-ray microbeam investigation.
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An investigation was conducted to evaluate the vM1212 detector at the Technical University

of Munich, Germany, in collaboration with colleagues from the NPL. This facility has developed a

Tungsten microbeam collimator capable of generating 220 kV X-ray microbeams through nominal

slit widths between 0 - 100 µm. For comparison to radiochromic film, the current gold stand-

ard for microbeam dosimetry, a small piece of film was placed directly on top of the detector

allowing simultaneous exposure to microbeam radiation. Figure 4.5 shows microbeam profiles at

100 µm nominal slit with acquired with the vM1212 detector and Gafchromic film (scanned with

two methods). The vM1212 detector was calibrated against a PTW 30012 ionisation chamber,

quantifying the response of both instruments as a function of beam current and thus dose. It was

found that for the minimum integration time, the maximum beam current of 5 mA did not fully

saturate the pixels, although the non-linearity had to be accounted for. The quantity dose rate

was used for consistency throughout this investigation as the EBT3 radiochromic film[196] required

substantially longer to acquire a measurement than the CMOS sensor.
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Figure 4.5: Microbeam Profiles acquired for 100 µm nominal slit width.

In this experiment, it was found that the CMOS detector was capable of resolving microbeam
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4.2. vM1212 Detector Studies

peaks and valleys at a level comparable with EBT3 Gafchromic film. An example of a 2D profile,

again with 100 µm nominal slit width, obtained with the vM1212 detector can be seen in Figure 4.6.

Acquired microbeam parameters (FWHM, PVDR, peak to peak separation) were comparable to

EBT3 film. This research was published in the journal "The International Journal of Medical

Physics Research and Practice"[197], with a copy included in Appendix B.2.
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Figure 4.6: Two Dimension Microbeam Profile acquired using the vM1212 detector.

In addition to this, further analysis of the data acquired for dynamic frames, in which the
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nominal slit width changed during a measurement, was possible. It was found that the vM1212

detector was capable of performing analysis on single frames, acquiring the microbeam specific

parameters in a two dimensional space at a rate impossible with radiochromic film. Due to the

limitations of the beam delivery system it was not possible to change the nominal slit width of

the microbeam collimator other than in a single direction, however the linear change in FWHM

indicated that the system was working as expected. Unfortunately, this analysis was performed

with a low performance laptop and as a result the maximum acquisition time was limited to less

that 4 seconds, limiting the amount of data that could be collected in a given run. It was concluded

from this analysis, that it could be possible to use a CMOS detector for real-time dosimetry in

MRT in the future. This research was published in the journal "Nuclear Instruments and Methods

in Physics Research Section A"[198], with a copy included in Appendix B.2.

4.3 vM2428 Detector Studies

4.3.1 Detector Characteristics

The vM2428 detector is the second generation of the LASSENA CMOS detector and developed by

vivaMOS Ltd[186]. A photograph of this device can be seen in Figure 4.7.

Active Area

Figure 4.7: Photograph of the vM2428 Detector.

This device extends the capabilities offered by the vM1212 detector with a larger active area

and dynamic range. Like the vM1212 detector, the vM2428 detector was also manufactured in two

separate parts; the sensor and control PCB. Unlike the vM1212 detector, these could be separated
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by an off-the-shelf cable purchased from Samtec[199], omitting the requirement for an extension

PCB.

Using the linear Full Well capacity of 112000 e−[185], it becomes possible to estimate that in a

225 MeV proton beam with a flat (non-Gaussian) beam with a 8 mm FWHM the vM1212 detector

will saturate at less than 1 nA of proton current. When taking into account that real proton beams

will be Gaussian-like, the proton current required to cause saturation in the centre of the beam

will be even lower. This is too low for clinical therapies which typically operate at 20-40 nA proton

current for therapeutic beams, but is close enough that with sufficient accommodations it could

be overcome.

The vM2428 detector introduced "high dynamic range" mode which reconfigured an internal

capacitor in each pixel to increase the amount of signal that can be acquired by factor of approxim-

ately 10. In addition, the vM2428 detector implemented Region Of Interest (ROI) selection which

when enabled could allow lower integration times to be used. In addition to increasing the frame

rate of the detector, this can be used to reduce the amount of dose deposited in each pixel per

frame to overcome saturation, getting closer to clinical proton beam currents.

A curated list of the specifications of the vM2428 detector can be seen in Table 4.2.

Name Quantity Units
pixel pitch 50 µm
resolution 2400 × 2800 pixels
active area 120 × 140 mm2

minimum integration time (full frame) 28.3 ms
minimum integration time (region of interest) ≈ 0.1 ms/row
maximum frames per second (full frame) 35.3 Hz
water equivalent thickness ≈ 1.5 mm

Table 4.2: Specifications of the vM2428 detector.

Before measurements with radiation, the uniformity of the vM2428 detector needed to be eval-

uated1. This was performed using a large uniform lightbox, previously used at NPL for diagnostic

studies of ionisation chambers prior to repair. This lightbox did not have variable light intensity,

and was found to cause pixel saturation on even the lowest full-frame integration time. To reduce

the signal acquired on the detector, layers of high quality printing paper were added. In addition

to reducing the intensity of the light, this caused increased diffusion of the light and would further

improves the uniformity of the light. The average relative response of the columns and rows in the

vM2428 detector can be seen in Figure 4.8.

Several notable features could be observed in the flat-field response. The x-axis is not uniform,

showing a distinct profile across the detector as a result of the stitching blocks. The y-axis is more

uniform, only changing rapidly at the edges however there is a distinctive pattern between odd and

1This was measured for the vM1212 detector by James Kendrick of the University of Birmingham, but was not
used in the microbeam investigation and is thus omitted from this thesis.
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Figure 4.8: Flat Field response of the vM2428 Detector.

even rows. This is a result of the detector using two different ADCs to increase the readout rate

of the detector. This results in slightly different responses (typically less than 5%) between odd

and even rows. Both of these traits can be corrected by dividing a standard dark corrected frame

by the relative response acquired from the lightbox using Equation 4.1. The corrected frame (C)

is a function of a raw frame (R), a dark frame (D), and the lightbox flat measurement (F ).

C = (R−D) ?

(
F −D
〈F −D〉

)−1

(4.1)

4.3.2 Preliminary Evaluation in a Linear Accelerator

The vM2428 detector was placed in the Versa HD Elekta Linac at the NPL. This Linac has twice

the number of leaves in the MLC as the Synergy used previously, with 5 mm leaf pitch, otherwise

it has very comparable characteristics. Using this model of Linac enables the use of 6 MV FFF

beams, in addition to conventional 6 MV, which provides the higher dose rates closer to those of

PBS. This Linac would have a similar spectrum to that discussed previously in Section 3.5.2.

The detector was placed flat on the treatment couch at the isocentre, with the control PCB

physically separated to prevent radiation damage. 4 cm of plastic was required to lift the detector

from the treatment couch in order to facilitate the right-angled cables to the PCB. A thin plastic

box was placed over the instrument, to provide physical protection, with blackout fabric[200] placed

on top. This was necessary to minimise signal generation from visible light, which the vM2428

detector is especially sensitive to. A photograph of the device without the blackout fabric can be

seen in Figure 4.9.

With this setup, the vM2428 detector’s high dynamic range mode was enabled for investigation.
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Protective Cover

Samtec Cable to PCB

Figure 4.9: vM2428 detector setup on treatment couch in Elekta Versa HD Linac for X-ray studies.

This study was required, after it was determined that using the manufacturer’s recommended Vpixel

settings there was dark current suppression. The sensor was irradiated with a 10 × 10 cm2 6 MV

FFF field, with a minimum integration time selected of 28 ms. Non-destructive read mode was

enabled, in which groups of 14 consecutive frames could be acquired without destroying the charge

of each pixel. In this mode, it is possible to rapidly evaluate the linearity of the CMOS pixels

for various internal voltage configurations. This can be seen in Figure 4.10, where changing Vpixel

appears to have minimal change on the shape of the pixel response but does appear to change the

dark current offset of the device. Whilst the manufacturer’s recommended Vpixel value of 3.1 V was

taken into consideration, it was found that in such a configuration the device would not acquire

signal below a certain threshold. This would manifest as losing the penumbra or low intensity

regions of exposed beams, as well as preventing a dark frame to be properly acquired. The internal

pixel voltages of 2.8 V were selected for further investigation, as a compromise between minimising

the charge threshold and maximising the overall range of the detector.

Following from this, a versatile mounting setup was created. The primary function of this

is that it would enable predicable positioning with the NPL proton calorimeter , but in addition

would enable the vM2428 detector to conduct horizontal beam tests. In this configuration, the

vM2428 detector was suspended vertically with the PCB held above the active area, physically

separating it from most of the radiation. The surface of the vM2428 detector was placed at the

isocentre of the Linac, at 100 cm SSD. Mirrors were used on the front and back of the detector to

align the plane of the detector such that it is orthogonal to be incident beam. Finally, to prevent

light contamination black-out fabric[200] was placed over the detector and the room lights were
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Figure 4.10: Investigation of vpixel response of vM2428 detector in a 6 MV FFF beam.
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Figure 4.11: vM2428 Detector setup in Elekta Versa HD Linac for Horizontal Beam Tests.

turned off. The full setup can be seen in Figure 4.11.

For the above selected determined pixel voltage configuration, the linearity at a fixed integration

time of 28 ms was then investigated with and without WT1 water equivalent build-up material[179].

This was performed by changing the electrons per pulse generated by the Linac, in the same process

as for the PRaVDA tracker unit in Chapter 3. As with the voltage study, the detector was irradiated

with a 10 × 10 cm2 6 MV FFF beam. 5 cm of WT1 material was placed in front of the detector

to cause radiation build-up. The results of this can be seen in Figure 4.12.

The response of the detector with and without build-up was found to be very linear. Regardless,

a third order polynomial function (Equation 4.2) was used to convert the dark corrected digital

value (y) to the calculated dose per frame of the detector (x). The ratio between with build-up
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Figure 4.12: Comparison of vM2428 detector response with and without 5 cm of water equivalent
buildup in a 10 × 10 cm2 6 MV FFF field.

and without is approximately 1
3 , consistent with previous PDD measurements conducted on this

Linac as shown previously in Figure 2.4.

x(y) = a y + b y2 + c y3 (4.2)

An example of instantaneous frames for various 6 MV field sizes with build-up can be seen in

Figure 4.13. The presence of horizontal bands across the detector is a result of a rolling shutter

artefact. As expected, the measured signal on the vM2428 detector increased with the area of the

field. Unlike with the PRaVDA tracker unit described in Chapter 3, the corners of the field are

clearly visible and are not blurred out.

The two dimensional ability of the vM2428 detector to measure dose was highlighted for the

1 × 1 cm2 field measurement. Here it was found that the central MLC leaves were misaligned,

likely a result of miscalibration. Due to the infrequency of these measurements at the NPL, it is

unknown how long this error may have lasted, but again highlights the versatility of CMOS devices

for in-vivo verification. A comparison of the vM2428 detector response and EBT3 film for a 1 × 1

cm2 6 MV FFF field can be seen in Figure 4.14. In this measurement, the EBT3 film was placed

in a groove in the supporting mount 0.5 cm from the surface of the detector. The fine detail as

a result of radiation leakage between the MLC leaves would not be visible using the PRaVDA

tracker unit with either reconstruction method.

This type of miscalibration would almost certainly have a clinical impact. If this Linac were to

treat patients, the MLC error would have resulted in an incorrect radiation field being delivered

with the potential for harmful or fatal consequences. This highlights the potential application of
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Figure 4.13: Average Detector Response to various 6 MV fields with 5 cm of water equivalent
build-up.
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Figure 4.14: Comparison of vM2428 Detector and EBT3 film measuring a 1 × 1 cm2 6 FFF field.

CMOS devices for upstream transmission verification of radiotherapy treatments, as described by

Beck et al.[201].

Profiles acquired through the y-axis for various fields with build-up can be seen in Figure 4.15.

It can be again shown that FFF beams increase the MU delivered per frame by a factor of ap-
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Figure 4.16: Comparison of rolling shutter artefacts for different integration times.

proximately 3×. The FFF beams being more peaked than the conventional X-ray beams is to be

expected, and demonstrates why the flattening filter is required.

As the rolling shutter artefacts are a result of different numbers of Linac pulses being recorded

on different sections of the detector, changes in the integration time of the detector will result in

different artefact patterns. This is shown in Figure 4.16, where small increments of 0.5 ms change

the ratio of the high:low regions. This behaviour is expected for the 400 Hz PRF Linac, as the

average number of pulses per frame increases to 11.2, to 11.4, then 11.6 for 28, 28.5, and 29 ms

integration times respectively.

To study the ability of the vM2428 detector to measure position across its surface, the rotational
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Figure 4.17: Determined positions for a rotating Linac collimator using the vM2428 detector using
various offset X-ray fields.

test conducted using the PRaVDA tracker unit was repeated with a few modifications. Firstly 6

MV FFF was used, providing a higher dose rate slightly closer to that of PBS. Secondly the angles

used were between ±180°, resulting in a full circle of measurements. Two rotational measurements

(at 2 cm and 4 cm radius) and one stationary were conducted using a 20 × 20 mm2 field. A total

of 4000 frames were acquired for each position, with beam centre calculated by taking an average

of the rows and columns and fitting Gaussian functions appropriately. The results for this can be

seen in Figure 4.17. The measured radii were 19.86 ± 0.15 mm and 40.73 ± 0.72 mm respectively

for the 20 mm and 40 mm arc rotation. Unlike the PRaVDA tracker unit, there is no observed

distortion on the 40 mm radius arc due to the larger active area of the vM2428 detector.

Unlike the vM1212 detector, the vM2428 detector has no issues with on-board memory filling

up. Instead the amount of consecutive frames that can be obtained is determined by the amount

of Random-Access Memory (RAM) on the computer, the rate at which they are acquired from

the detector, and the processing power on the computer. Whilst the PRaVDA tracker unit was

only capable of 10s of seconds of acquisition, the vM2428 detector was capable of over 3 minutes
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4.3. vM2428 Detector Studies

of continuous reading at full frame maximum frame rate.

4.3.3 Scanned Pencil Beam Measurements

Following the success of the X-ray tests, it was possible to acquire a small amount of beam time at

University College Hospitals London NHS Foundation Trust (UCLH) in London, England, a PBS

facility for measurements with the vM2428 detector. This facility uses a Varian ProBeam[202]

cyclotron and was capable of delivering between 70-245 MeV protons at therapeutic energies and

currents. Due to time restrictions and availability, it was not possible to perform this measurement

with the NPL proton calorimeter however validation of the vM2428 detector was still valuable for

predicting future behaviour.

As the radiation hardness properties of the vM2428 detector had not been studied yet, the

decision was made to use a lower quality model with manufacturing defects. This detector had an

issue with one of the ADCs, which resulted in odd rows not receiving any signal. The behaviour of

the device was not expected to change, but would mean that the effective resolution was instead

50 × 100 µm2. To evaluate the vM2428 detector, the instrument was placed horizontally on the

treatment couch with the beam gantry angled at 0° at isocentre. In order to represent measurements

with the NPL proton calorimeter , no build-up was placed on top of the detector. A photograph

of the setup can be seen in Figure 4.18. High dynamic range mode is used throughout this

investigation. It was found that the exposure room was able to get sufficiently dark such that the

blackout fabric was not required.

Beam Nozzle vM2428
Detector PCB

RW3 Beam Dump

Figure 4.18: vM2428 Detector being setup at the UCLH Proton Beam Facility.
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It was found that due to the high localised dose rate, the proton beam was observed to saturate

the vM2428 detector, even at the lowest deliverable proton beam current of 12 nA and minimum

full-frame integration time of 28 ms. The uncalibrated response of the vM2428 detector can be seen

in Figure 4.19. The saturated response means details within the beam spot could not be acquired,

but features such as beam position would still be possible to determine. A defective column can

be seen to the left of the spot.
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Figure 4.19: Uncalibrated Image of vM2428 Detector measuring a 20 nA 220 MeV proton beam.

Due to the small size of the beam and the ROI capability of the detector, it was possible to

further reduce the integration time of the pixels by a substantial amount by reducing the number

of rows acquired by the instrument. By reducing the ROI to only the central 400 rows, it was

possible to reduce the integration time to 4.1 ms per frame where the detector was found not

to saturate in the proton beam. With this lower integration time, the linearity of the device was

investigated by changing the proton beam current delivered by the cyclotron operating in "Service"

mode. Using the peak of the Gaussian deposited in the detector, this response curve was used to

calibrate the pixel response. For a 220 MeV beam, the response of the vM2428 detector can be

seen in Figure 4.20.

It was found that the cyclotron was unable to deliver a beam current below 12 nA without

triggering an interlock error. Even for higher beam currents, it was found that the beam current

was unstable and was not a reliable metric for calibration. This is shown in Figure 4.20 as the

large spread in digital values recorded using the vM2428 detector for each calibration point, which

was not observed at other facilities. The response of the detector becomes asymptotic after 35 nA

as the detector becomes saturated. Despite this, it was found that the detector responded very

linearly, with a line projected from 12, 15, and 25 nA intercepting the origin. The detector was
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Figure 4.20: Linearity Response of vM2428 Detector in a 220 MeV proton beam. The range of
values due to the cyclotron variation are shown as the Digital Value error bars.

calibrated using a hybrid linear-exponential function, as described in Equation 4.3.

x(y) = ay + bec(y−d) − be−cd (4.3)

To validate the response of the vM2428 detector, a small piece of EBT3 film was placed on

the detector for offline comparison. Due to time constraints it was not possible to perform either

a calibration of the vM2428 detector in terms of dose, or an EBT3 film comparison. Instead a

previous calibration in 28 MeV protons was used as a surrogate. 100 MU were delivered to both

devices simultaneously, at a rate of 30 nA in order to avoid saturation of the vM2428 detector. To

facilitate a comparison between the different units (which is assumed to be a linear relationship),

both the profiles are self-normalised. A comparison of the profiles acquired via both methods can

be seen in Figure 4.21.

The vM2428 detector was found to be in agreement with film regarding the shape of the beam

profile, although without a full calibration it is difficult to a full comparison. The FWHM of the

beam was determined to be 7.06 ± 0.01 mm in the x -axis and 8.05 ± 0.02 mm in the y-axis using

the vM2428 detector, whilst measuring to be 6.72 ± 0.04 in the x -axis and 7.80 ± 0.11 mm in

the y-axis for the EBT3 film. There is a consistent increase in the FWHM values as measured

using the vM2428 detector, with one possibility suggested being the different energy response of

the silicon; however this is beyond the scope of this thesis to investigate further.

Finally, it was possible to conduct a small study using a moving scanned pencil beam. To do

this, the delivery system was put in "Clinical" operating mode, and a beam was programmed to

deliver a total of 19 spots of 200 MU, with 5.36 ± 0.10 mm separation. Operating in "Clinical"

mode meant that all proton beam current settings were determined automatically, defaulting to

40 nA where possible. As shown previously in Figure 4.20, this resulted in saturation of the pixels.
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Figure 4.21: Comparison of EBT3 Film Profile and vM2428 Detector for a Proton Beam Spot.

Frames acquired using the vM2428 detector can be seen in Figure 4.22.

By observing the calculated beam position as a function of time, Figure 4.23, it becomes possible

to observe the individual positions delivered by the treatment planning system. If the detector

were not saturated, it is likely that features such as asymmetry and non-uniformity could also

be determined, in addition to verifying the amount of MU delivered to each spot. It was found

that the calculated y-axis of the beam spot was found to move between +1.3 mm and −1.0 mm,

indicating that the detector was misaligned by approximately 13°. A histogram of the x-axis beam

spot positions, Figure 4.24, allows further visibility of the distinct positions delivered.

In both Figure 4.23 and Figure 4.24, it is possible to see the occasional calculated beam pos-

ition separated from the rest. This is due to rolling shutter artefacts, as previously discussed in

Section 4.3.2. Unlike with the Linac this is not due to pulsing of the cyclotron as the machine has

a pulse frequency of 72.8 MHz[203], which is fast enough to be considered uniform for the detector.

Instead, it is due to the proton beam moving during a single frame exposure. This can be seen in

Figure 4.25, where three consecutive frames are shown. During the centre frame, the top half of

one spot and the bottom half of another are visible. Omitting these transient artefacts, it becomes
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Figure 4.22: Moving Pencil Beams measured using the vM2428 Detector

109



4. Characterisation and Evaluation of CMOS detectors

0 1 2 3 4
Time (s)

60

40

20

0

20

40

60
Po

sit
io

n 
(m

m
)

Beam axis
x-axis
y-axis

Figure 4.23: Determined Positions for a moving scanned pencil beam.
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Figure 4.24: Histogram of positions for a scanned pencil beam.

possible to perform analysis on each spot. At each position it can be determined that the beam

is on for 0.23 ± 0.01 seconds. If the vM2428 detector was not saturated, it would be possible to

combine this information with the 2D dose distribution to estimate total MU delivered at each

spot.

By comparing each frame within a spot position the uncertainty in position was determined

to be ± 0.03 mm, implying very little beam wobbling was occurring. The average spot to spot

separation was determined to be 5.35 ± 0.03 mm, this is in agreement with the treatment planning

software. It was found that a significant number of frames were being lost at the lower ROI, with

only 1/7 being recorded. It was not clear whether this was due to the PCB or the laptop, but

as the vM2428 detector software recorded the timestamp of valid frames this was determined not

to be a significant issue for this measurement. This is something to investigate in the future as

deliveries with less than the 20 MU per spot may result in entire spot positions being lost.

Unfortunately due to the saturation of the detector it is not possible to perform profile meas-

urements per frame. This capability has been demonstrated in "Service" mode at a lower proton
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Figure 4.25: Moving Pencil Beams measured using the vM2428 Detector

beam current and would be possible with a smaller ROI in "Clinical" mode. Knowledge of beam

shape, position, and asymmetry in a method that is non-destructive to the beam would be useful

clinically as well as will the NPL proton calorimeter .

4.4 Conclusion

In this chapter we have evaluated large format CMOS sensors based on the "LASSENA" pixel

design. It has been shown that such devices are viable candidates for beam monitoring in PBS

for the NPL proton calorimeter , capable of acquiring profiles and positions of incident beams in

real-time. The use of the CMOS detectors for microbeam dosimetry invites many future research

opportunities, where combined with the NPL proton calorimeter it could be used for accurate

calorimeter of proton micro and minibeams.

Due to the current ROI implementation it is currently only possible to monitor moving pencil

beams in one direction, however this is expected to be rectified in future firmware revision. Ideally

a full-frame image would be acquired, however as shown due to saturation effects this was not

possible. The long-term viability of either the vM1212 or vM2428 detector to radiation damage

was not studied, however it has been shown in this Chapter that as a proof of principle they are

suitable for use with the NPL proton calorimeter .
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Although the "LASSENA" detectors were not designed for external beam radiotherapy, they

have performed better than expected, highlighting the strength and versatility of CMOS devices.

A pixel designed specific for the application of PBS would ideally share many of the properties of

the "LASSENA" pixel design. If a more sophisticated data capture, such as global shutter, and

larger full well could be introduced without sacrificing the tolerance to ionising radiation many of

the limitations described in this chapter could be overcome.

To expand this work to be relevant to the clinical practice in the delivery of scanned pencil

beams, additional measurements are required in high energy proton beams. The narrow ROI of

the vM2428 detector limits its usefulness, however changes in the firmware could enable this to be

programatically changed, which would facilitate following a moving proton beam.

Longer term, the requirement of a ROI is a limiting factor, and future CMOS detectors for

proton or X-ray dosimetry would need to be able to capture the entire frame without saturating.

Further to this, as the vM2428 detector is only 3-sides buttable, the maximum tiling area of the

vM2428 detector is (N ∗W × 2 ∗H) cm2: where N is the number of detectors; W is the width of

each detector (12 cm); and H is the height of each detector (14 cm). This is much less than a 40 ×

40 cm2 reference field, and as such each future CMOS detector would be required to have a much

larger height (assuming a 3-sides buttable design).
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Chapter 5

Calorimeter Studies

5.1 Introduction

In this chapter the importance of detailed modelling of the heat flow within the calorimeter is

discussed along with a number of unexpected results which could be of importance for correct

proton dosimetry in some proposed future delivery modalities.

5.2 Investigation with the NPL Proton Calorimeter

5.2.1 Motivation

Radiation studies were carried out at NPL on the Elekta Versa HD Linac using high energy photons,

to enable the study of internal heat flow with localised radiation sources and dynamic radiation

beams. The decision to use the NPL proton calorimeter in an X-ray beam was due to difficulties in

accessing PBT facilities at the time of this PhD programme due to the "COVID-19" Coronavirus

Disease Pandemic[23].

This had several advantages: as a non-clinical facility more time for detailed study would be

available; and the vM2428 detector was already characterised for this beam. The main disadvantage

however is that the instantaneous dose rate from the X-rays is less than that of protons and as

such the heat flow may be different. 6 MV FFF can be used to partially bridge this discrepancy.

Whilst a moving beam can be generated using the MLC system, it is not physically possible to

move the internal collimators as fast as a scanned pencil beam can move.

5.2.2 Methodology

Using the mount discussed in Chapter 4, the vM2428 detector was physically connected to the NPL

proton calorimeter . This mount, shown in Figure 5.1, suspends the vM2428 detector vertically and
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aligns the centre of the two devices. The vM2428 detector hangs from the front of the NPL proton

calorimeter frame, with the PCB suspended above it. This horizontal separation from the surface

of the calorimeter to the edge of the rails is necessary to provide space for the graphite build-up

plates used in high energy proton beam therapy, however these were not used in this experiment.

The NPL proton calorimeter was positioned at the Linac isocentre using the alignment lasers.

vM2428
Detector

Calorimeter
Aluminium Frame

Figure 5.1: Photograph of the vM2428 Detector with the NPL proton calorimeter.

The mount is designed such that the vM2428 detector can rotate ±45°, whilst keeping the

centre of the two devices aligned. This is necessary as the NPL proton calorimeter is rotated for

PBS measurements in order to capture the entire 10 × 10 cm2 reference field without irradiating

the calorimeter rails. For the purposes of this measurement, the NPL proton calorimeter was kept

at 0°. A photograph of the rear of the setup can be seen in Figure 5.2.

vM2428 Detector
Beam Window

Calorimeter

Figure 5.2: Photograph of the rear of the vM2428 detector with the NPL proton calorimeter.
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5.2. Investigation with the NPL Proton Calorimeter

To shield the vM2428 detector from light contamination, two layers of blackout fabric[204] were

again used. A photograph of the complete setup with the NPL proton calorimeter positioned with

the core at isocentre, blackout fabric, and vM2428 PCB can be seen in Figure 5.3.

vM2428 Detector
PCB

Linear Accelerator
Head

Calorimeter vM2428 Detector
(Shrouded)

Figure 5.3: Photograph of the vM2428 Detector with NPL proton calorimeter with light shroud.

For the investigation, the integration time of the detector was chosen to be 50 ms with the

full frame selected as the ROI. It was determined that for a 10 × 10 cm2 6 MV FFF beam that

this did not provide saturation in high dynamic range mode. This choice in integration time

was evenly divisible by the PRF of the Linac and as such was predicted to minimise any rolling

shutter artefacts. As the conditions of the vM2428 were different to those measured previously,

it was appropriate to repeat the measurement of the linearity of the vM2428 detector. This was

performed by changing the electrons per pulse in a 6 FFF beam and measuring the average digital

value in the centre of the peak.

The NPL proton calorimeter was configured to operate in QAmode, with only theOuter Jackets

of the calorimeter heated. A constant 10 µW was delivered to the core and Inner Jackets in order

to avoid transient effects when transitioning to ISO mode. The full configuration is described in

Table 5.1.

Name Quantity Units
Core Power 10.0 µW
Front Inner Jacket Power 10.0 µW
Rear Inner Jacket Power 10.0 µW
Front Outer Jacket Temperature 25.070 °C
Rear Outer Jacket Temperature 25.000 °C

Table 5.1: Configuration of the NPL proton calorimeter operating in Quasi-Adiabatic mode.
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5.2.3 Stationary Beams

With the calorimeter positioned at isocentre, both devices were irradiated with a series of stationary

6 MV FFF fields between 0.5 × 0.5 cm2 and 5 × 5 cm2. To correct for any mechanical misalignment

of the vM2428 detector relative to the NPL proton calorimeter , the centre of the 3 × 3 cm2 was

defined as the centre of the vM2428 detector. Frames acquired during each of the four stationary

measurements can be seen in Figure 5.4. An outline of the graphite core is drawn in white to

represent to provide scale. The miscalibration of the MLC, discussed previously in Section 4.3.2

can again be seen. It is possible to see that there are still rolling shutter artefacts, most likely due

to additional dead time per frame.
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Figure 5.4: Radiation Profiles acquired for different field sizes using the vM2428 detector showing
the relative position of the NPL proton calorimeter core.

Figure 5.5 shows the temperature response of the NPL proton calorimeter core, when irradiated

with ten 6 MV FFF 5 × 5 cm2 fields each delivering 500 MU. The temperature response of a single

exposure can be seen in Figure 5.6. Using the NPL analysis software and the method previously

discussed in Section 2.4.4.3, the dose deposited in the core from these measurements was found to
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be 4.056 ± 0.003 Gy.
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Figure 5.5: Temperature increase in the NPL proton calorimeter core as a result of a 5 × 5 cm2

beam delivering multiple 500 MU exposures.
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Figure 5.6: Temperature increase in the NPL proton calorimeter core as a result of a 5 × 5 cm2

beam delivering a single 500 MU exposure.

The effect of changing the field size on absorbed dose is shown in Figure 5.7. An attempt to

predict absorbed dose using the vM2428 detector was conducted by summing the MU per frame

within the area defined as the NPL proton calorimeter core, a unit typically referred to as Dose-

Area-Product (DAP). The DAP was be calculated using Equation 5.1.

DAP =

∫∫
D(x, y) dx dy (5.1)

It was found that there is not a clear relationship between DAP and absorbed dose. This can

be attributed to scatter, radiation directed outside of the core depositing energy within it; and the

increase in electron contamination for larger fields.
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Figure 5.7: Comparison of measured Output Factor when using Dose (Gy) and Dose Area Product
(MUmm2).

5.2.4 Moving Beams

To study heat flow within the NPL proton calorimeter , it and vM2428 detector were irradiated

with moving beams of radiation. This was again achieved by using iCom Customer Acceptance

Test (iComCAT) software version 14.0.0.0 (Elekta Ltd, Crawley, UK) to create exposures in which

the parameters of the Linac could be varied.

For the first test, a moving 1 × 1 cm2 field was created by moving the central pairs of leaves on

either side (Y140,Y141 and Y240,Y241) between +4/+3 cm and −3/−4 cm respectively. All other

leaves were set to 0 cm. This would create a square beam that would appear to move between ± 3.5

cm, which is was programmed to do a total of four times. 6 MV FFF was used for this to provide

the maximum dose rate possible. A total of 3000 MU was prescribed to be delivered, with each

pass delivering 750 MU. Between each pass of the moving beam, the Linac would momentarily turn

off the radiation and reset the internal MU ionisation chamber. This was an automatic process

with the Linac to ensure that each pass did not deliver more than 1000 MU per segment, which

would have triggered the machine to interrupt beam delivery when operating in clinical mode. A

table describing the Linac parameters can be seen in Table 5.2.

Pass PRF (Hz) Prescribed Dose (MU) Cumulative Dose Nominal Dose Rate (MU/min)
1 400 750 25% 1600
2 400 750 50% 1600
3 400 750 75% 1600
4 400 750 100% 1600

Table 5.2: Parameters of the moving X-ray beam.

Frames acquired by the vM2428 detector during this measurement can be seen in Figure 5.8. As

discussed previously, the Y139 and Y239 par of leaves in the MLC are misaligned causing radiation

to leak through the gap created. This results in a constant amount of radiation being delivered to

the NPL proton calorimeter core throughout the measurement.
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Figure 5.8: Images acquired using the vM2428 detector for the moving X-ray beam, showing the
relative position of the NPL proton calorimeter core
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5. Calorimeter Studies

The moving beam of radiation was observed to cause unpredicted heat effects within the NPL

proton calorimeter . It was found that during each pass of the beam, the first thermistor to

be exposed would increase in temperature gradually, whilst the second thermistor would show a

much sharper peak. Analysis of the recorded beam by the vM2428 detector confirmed that the

beam behaved as programmed, and so thus the odd behaviour of the thermistors was concluded

to be related to internal heating effects. This is illustrated in Figure 5.9, showing the average

instantaneous dose rate over 10 measurements as measured for each thermistor; the cumulative

dose delivered; and the beam position as determined by the vM2428 detector, again averaged

over the 10 measurements. Although the DAP has been demonstrated as an unreliable method of

predicting dose in the NPL proton calorimeter , it is shown to demonstrate that the beam behaved

consistently throughout. The FWHM of the beam, as measured by the vM2428 detector is shown

around the y-axis position plot to help visualise the position and size of the beam relative to the

NPL proton calorimeter core.
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Figure 5.9: Comparison of instantaneous dose rate and cumulative dose measured in the NPL
proton calorimeter, and beam parameters acquired by the vM2428 detector, for multiple passes
with a moving X-ray beam.

The radiation leakage from the MLC can be seen in the instantaneous dose rate plot and

the DAP plot as an offset from zero. The beam reset positions can clearly be seen in the DAP

plot, however this appears blurred for the instantaneous dose rate figure. This was because the

instantaneous dose rate is averaged over 16 measurement points (3.2 seconds), in order to reduce

noise. Such a large averaging window would not be necessary in PBS, however it was necessary

due to the low dose rate for photons in the Linac.
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5.2. Investigation with the NPL Proton Calorimeter

Figure 5.10 shows the same set of data, but instead focusing on the first pass of the radiation.

Whilst it can be seen that the cumulative dose measured by both thermistors becomes the same,

the second thermistor to be exposed measures a higher maximum instantaneous dose rate. Further

to this, the standard deviation of the cumulative dose is higher for the first thermistor to be

irradiated than the second although after four passes both the average and standard deviations of

both thermistors agree. It can be inferred from this that delivering a moving beam of radiation

from the same direction multiple times would result in a non-trivial asymmetry between the two

thermistors. This may have implications in PBS delivery, something that has not yet been explored.
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Figure 5.10: Comparison of instantaneous dose rate and cumulative dose measured in the NPL
proton calorimeter, and beam parameters acquired by the vM2428 detector, for a single pass with
a moving X-ray beam.

Using the data from the vM2428 detector, it is possible to determine that beam moved at

a speed of 2.00 ± 0.01 mm/s. This is significantly slower than PBS, which can have maximum

scanning speeds of 2000-20000 mm/s[205].

5.2.5 SRS Probe Investigation

To further investigate heat flow within the calorimeter, the Linac was fitted with a Stereotactic Radiosurgery

collimator, supplied by Elekta. This collimator was capable of further shaping the X-ray beam

with the addition of 4 mm, 10 mm, and 50 mm circular "cones". To best create localised heating

effects, only the 4 mm cone was used for study. A photograph of the collimator with the cone

attached can be seen in Figure 5.11.
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Linear Accelerator
Head

Figure 5.11: Photograph of the Stereotactic Radiosurgery collimator attached to the Elekta Versa
HD Linac.

The NPL proton calorimeter was irradiated with the collimator fitted at various locations

targeting the core, and internal thermistors. Each position was exposed a total of 10 times, again

recording the radiation field with the vM2428 detector to enable the beam position and intensity

to be recorded. Due to the low dose rate with the applicator fitted, it was necessary to use 6 MV

FFF exclusively for exposing the NPL proton calorimeter . For the same reason, 1000 MU was

used at each position.

Using the positions acquired by the vM2428 detector and the integral dose determined by the

NPL proton calorimeter , the spatial sensitivity of both instruments can be seen in Figure 5.12.

It can be immediately seen that the dose response is off-axis, suggesting that the NPL proton

calorimeter is misaligned.

Taking profiles through the x and y axis measurements, it is possible to calculate the offset to

be (1.5 ± 0.4 mm, 0.9 ± 0.4 mm). It was later confirmed with a standalone film measurement,

that the laser alignment system of the Linac is offset from the beam isocentre by approximately

(1.9 ± 0.1 mm, 0.7 ± 0.1 mm). This demonstrates an important role for the vM2428 detector

in future measurements with the NPL proton calorimeter for confirming the true position of the

beam.

The instantaneous dose rate of a beam directly over the "C1" thermistor can be seen in Fig-

ure 5.14. Not only does the C1 thermistor react first to the radiation, but it is also observed

to temporarily over-shoot, peaking approximately 20% higher than the average dose rate in the

pseudo-equilibrium state. This state lasts for approximately 40 seconds until the Linac beam is

turned off, at which point the "C1" thermistor once again over-shoot. It is during this beam off

state that the instantaneous dose rate recorded on the "C1" thermistor is observed to become

negative, a result of the temperature in the thermistor decreasing as heat is lost to the surround-
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Figure 5.12: Dose measured as a function of position when exposing the NPL proton calorimeter
core with a 4 mm FWHM SRS 6 MV FFF beam.
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Figure 5.13: Dose profiles in the x and y axes when exposing the NPL proton calorimeter core
with a 4 mm FWHM SRS 6 MV FFF beam.

ing graphite. Throughout this exposure, the "C2" thermistor is not observed to peak like the

"C1" thermistor. This is likely as the "C2" thermistor is completely out of the beam and any

temperature rise is due to conduction through the graphite.

As shown in Figure 5.14, there is a radiation induced offset in the profiles of the "C1" and "C2"

thermistors. Using Equation 5.2 to define the rise time difference (τ∆) in terms of the when the

"C1" and "C2" thermistor reach 50% of their average beam on dose rate it becomes possible to
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Figure 5.14: Instantaneous dose rate measured by the NPL proton calorimeter for an off-centre
beam showing the difference in response between the two sensing thermistors.

reconstruct a 2D profile of heat transfer within the NPL proton calorimeter .

τ∆ = τC1 − τC2 (5.2)

This 2D heat flow measurement is shown in Figure 5.15. The radius of the NPL proton calorimeter

core is drawn as a black circle to provide context. The measurement points are drawn as solid

black circles and are the beam centres, as calculated by the vM2428 detector with the isocentre

offset applied. It becomes visible that there is a dividing line bisecting the core. This symmetry is

expected, given the positions of the two thermistors.

Taking profiles through the horizontal and vertical positions, it becomes possibly to perform

greater analysis of the rise time difference. These profiles are shown in Figure 5.16. The horizontal

scan has a rise time difference of approximately zero for all positions, with a marginally larger

standard deviation towards the edges of the core. The vertical scan reveals a very linear response

correlating beam position and rise time difference.

Using the SciPy algorithm[206], it is possible to calculate the gradient of vertical scan rise

time difference to be -0.30 ± 0.11 s/mm. By calculating the reciprocal, the rise time propagation

velocity is calculated to be 3.29 ± 0.12 mm/s. This rise time propagation velocity is comparable

to the measured velocity of the moving X-ray beam of 2.00 ± 0.01 mm/s and partially explains the

asymmetry in thermistor response and partially explains some of the heat flow effects demonstrated

in Section 5.2.4.

This is substantially lower than the expected thermal propagation velocity of graphite, but is

an induced effect caused by the dose rate sampling window of 3.2 seconds and the 50% threshold
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Figure 5.15: Rise time difference as a function of position for the NPL proton calorimeter.
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Figure 5.16: Rise time difference profiles of the NPL proton calorimeter in the x and y axes.

applied to date. Due to the inherent noise of the temperature measurements and low dose rate

of the X-ray beam, it was not possible to study dose rate without this window. Despite this, it

remains an effective metric for understanding the behaviour of the NPL proton calorimeter , and

provides quantities that can be compared against simulation (as discussed in Section 5.3).

5.2.6 Film Study

After removing the blackout fabric and vM2428 detector PCB, a small study was performed using

EBT3 Radiochromic film. This study was to investigate the path and interactions of the X-rays

as they passed through the NPL proton calorimeter . This is needed to better understand how

the radiation propagates and is shaped for further study in section 5.3. To perform this, film
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was placed before and after the vM2428 detector and the NPL proton calorimeter , as shown in

Figure 5.17.

Post vM2428
Detector film

Pre vM2428
Detector film

Post Calorimeter film Elekta Versa HD
Linear Accelerator

Pre Calorimeter film

Figure 5.17: Annotated Photograph of the vM2428 Detector with film.

The NPL proton calorimeter was exposed with 1000 MU 6 MV FFF X-ray radiation, targeting

the centre of the core and irradiating all pieces of film simultaneously. Following the procedure

recommended by the manufacturer, the EBT3 film was calibrated against an ionisation chamber

with the horizontal profiles shown in Figure 5.18. The response of the vM2428 detector was

calibrated in terms of dose using the NPL proton calorimeter for a 4 mm FWHM beam irradiating

the centre of the core. Due to this, it was possible to compare the dose profile of the EBT3 film

and the detector.

When comparing the response of the vM2428 detector to the film immediately before, it can be

shown that there is good agreement between the two. This is not surprising, confirming previous

measurements in this thesis. Comparing the film before and after the vM2428 detector, it is

possible to estimate that the intensity of the X-ray beam has reduced by approximately 4%. This

reduction is a combination of geometric divergence, and attenuation. By the time the X-rays have

reached the NPL proton calorimeter , the intensity of the beam has reduced by an additional 40%,

although the FWHM has increased from the initial 3.0 ± 0.1 mm to 3.7 ± 0.1 mm. The EBT3 film

placed immediately after the NPL proton calorimeter reveals that the exit dose profile is much

wider, although the peak beam intensity remains approximately constant. It can be concluded

from this that the presence of the graphite is causing a non-trivial amount of scatter. Although it

is not possible to determine the beam shape in the core without Monte Carlo simulations, it can be

estimated from these two films. As an alternative visualisation, a 2D reconstruction of the beam

profile through the NPL proton calorimeter and vM2428 detector can be seen in Figure 5.19.
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Figure 5.18: Comparison of EBT3 and vM2428 detector dose profiles.
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Figure 5.19: Spatial reconstruction of X-Ray dose deposition using EBT3 Film dose profiles.
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5.3 COMSOL Multiphysics simulations

As demonstrated in this chapter, there is a significant time domain heat flow effect happening

within the NPL proton calorimeter , impacting the results obtained for the dose determination. To

better understand the behaviour and physics processes, a model of the NPL proton calorimeter

has been constructed.

5.3.1 Introduction to COMSOL

The COMSOL Multiphysics software package was chosen to simulate heat flows due to prior

experience at the NPL with its modelling capabilities. COMSOL Multiphysics has the ability

to simulate many physical interactions, ranging from electrical currents to electrical fatiguing of

dielectric materials. It is relevant to this thesis as it has a dedicated Heat Transfer Module[207],

capable of simulating conductive, convective, and radiative heat transfer.

5.3.2 Prior work

The NPL proton calorimeter was previously simulated by L. Petrie in 2016 as part of a doctoral

thesis in a collaboration between the University of Surrey, UK, and the NPL[160]. COMSOL

Multiphysics simulations conducted as part of this thesis consisted of operating a simplified NPL

proton calorimeter in quasi-adiabatic mode and providing localised heating to simulate radiation

deposition. This model of the calorimeter was composed of four components: a central core, inner

jacket, outer jacket, and graphite mantle. The objective of this thesis was to validate whether the

NPL proton calorimeter , which was initially developed for passive scattered proton beams, was a

suitable tool for primary standard dosimetry in Pencil-Beam Scanning.

As part of a series of measurements, the NPL proton calorimeter was exposed to proton beams

at the Proton Therapy Center, Prague, Czech Republic; and at the Clatterbridge Cancer Centre,

Wirral, United Kingdom. Pieces of EBT3 radiochromic film[196] were placed in front of the core

to detect and quantify the radiation. The image processing software ImageJ[208] was then used

on the processed and calibrated film to obtain parameters of the incident beams.

Simulated radiation induced heat deposition was achieved by localised heating of the calori-

meter’s voxels. The magnitude of the heating changes per voxel and was based on the depth within

the calorimeter (using an appropriate Percentage Depth Dose for the radiation in graphite) and

the perpendicular displacement along the axis of the beam (using 2D Gaussian with the previously

mentioned beam parameters). An appropriate scaling factor was used to represent the dose rate.

Using this method, stationary and moving proton beams could be simulated. In performing

this, confidence in the behaviour of the NPL proton calorimeter to Pencil-Beam Scanning was
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achieved and the instrument was determined to be a suitable tool for primary standard dosimetry.

The scope of this project was limited. Notably, when simulating and comparing the NPL

proton calorimeter in response to a moving proton beam, only 1 axis through the centre of the

calorimeter core was compared at a time. As discussed in Chapter 2, Pencil-Beam Scanning exposes

a complicated 3D shape. For each layer of dose deposited, a complicated 2D shape is delivered with

irregular spot weighting. In addition the dose rate is often not constant throughout a delivery, as

is the case in the simulated results, although the framework was built into the model to simulate

this.

Importantly, this model only functioned in QA mode. When the NPL proton calorimeter is

used routinely, both modes of operation are used for confirmation and redundancy. Understanding

how the heat flow within the calorimeter in ISO mode differs from QA mode is of interest to NPL.

Further to this, there was a lot of simplification of the geometry of the NPL proton calorimeter .

The PCB ring and internal wires were omitted. The internal thermistors within the calorimeter

were also not in the final model, instead the temperature was determined by calculating the tem-

perature at specified coordinates within graphite. This is a suitable approximation to make for

slow moving large fields, but needs to be revisited with the recent research interests in high dose

rate and spatially fractionated modalities.

5.3.3 Proton calorimeter modelling

With the objectives for a new COMSOL Multiphysics model discussed, the NPL proton calori-

meter was completely rebuilt in software. This new simulation was built with greater emphasis on

optimisation, reducing unnecessary voxels and geometric boundaries. Such efficiencies were neces-

sary as the internal thermistors and wire were represented by physical objects, and their small size

caused additional computational overhead. A cross sectional wedge of the COMSOL Multiphysics

Calorimeter can be seen in Figure 5.20.

Representing the internal thermistors as physical objects meant that ISO mode could be simu-

lated via a PID based feedback system. Although understanding any differences between the QA

mode and ISO mode dose response are beyond the scope of this thesis, the developed model is

designed to be as future-proof as possible.

The new simulation was validated against the previous simulation, which was in turn validated

using measurements at the Clatterbridge Cancer Centre. This was especially necessary, as updates

to the core COMSOL Multiphysics software meant that many of the internal functions had been

replaced.

The simulated calorimeter was built to use many of the physical calorimeter’s properties, emu-

lating the measured density and internal measurements to high resolution. The temperature de-
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Figure 5.20: Cross section of model of NPL proton calorimeter in COMSOL Multiphysics.

pendent specific heat capacity was also incorporated. Although possible, the PID system was

disabled for the thermistors embedded in the outer jacket for both QA and ISO mode. The

heating thermistors within the outer jacket were instead constrained to always be the target tem-

perature, acting as a heat sink or source as necessary. Doing this provided negligible change in

thermal response, but a significant reduction in computational time and improved the response

of the internal PID systems when operating in ISO mode. A similar method was used for the

previous COMSOL Multiphysics model with the entire outer jacket constrained to a temperature,

this new implementation is seen as an advantage as it will allow the outer jacket to experience

small changes in temperature as a result of simulated incident radiation.

Further to this, the model was also built to heavily use the MPh[209] Python module which

enabled systematic scripting and testing. To facilitate further comparison to the physical calori-

meter, all temperature and power outputs from the COMSOL Multiphysics model were wrapped

into a file formatted such that the NPL Calorimeter Analysis Software could process.

5.3.4 Thermal Conductivity Studies

As demonstrated by the heat flow effects discussed previously, understanding how heat flows

through the NPL proton calorimeter is very important to know in order to predict future be-

haviour. As described by Fourier’s law of heat conduction, the rate of heat transfer through a

material is dependent on the variable α, the thermal diffusivity (mm/s). This constant is a com-

bination of a material’s thermal conductivity, k (W/m−1J−1); density, ρ (kg/m3); and the specific
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heat capacity, c (J/kg K). Equation 5.3 links these parameters.

α =
k

ρc
(5.3)

For the batch of graphite used in the NPL proton calorimeter the specific heat capacity and

density are known to a high degree of precision as they are directly required for determination

of absorbed dose to graphite (Equation 2.1). Of the parameters relevant to heat flow within the

calorimeter, the only unknown parameter of the graphite is thermal conductivity. Discussions were

had with the NPL Temperature & Humidity group on approaching this, but regretfully this is a

destructive measurement and it would not be possible to measure in-situ.

It was found in literature that the thermal conductivity of graphite varies between 60-200

Wm−1K−1[210]; and is very influenced by the porosity and grain size of the graphite, the graphite

temperature and direction of heat gradient[211]. This wide range of thermal conductivity values

meant that it was not possible to use an existing value and would need to be calculated via other

methods.

A series of simulations were conducted using the described COMSOL Multiphysics model, using

a cylindrical heat source of 4 mm diameter. The position of the heat source was moved between the

"C1" and "C2" thermistors in steps of 1 mm, which was repeated for a range of thermal conductivity

values. The simulated thermistor temperatures were programmatically extracted from COMSOL

Multiphysics, and saved into a file format matching the real NPL proton calorimeter with 0.2

second time steps. This allowed the NPL Calorimeter Analysis Software program to be used in

exactly the same manner for comparability.

Figure 5.21 shows the instantaneous dose rate when heating the simulated calorimeter with a

cylindrical beam directly above the "C1" thermistor. The simulated beam provides a uniform heat

source depositing an arbitrary 1.30 Gy over 60 seconds. Although the simulated beam only lasts

for 60 seconds, the duration appears reduced as the NPL Calorimeter Analysis Software calculates

the gradient over a 3.2 second window. It can be seen that for all thermal conductivity values

studied, the thermistors temporarily over-shoot in the presence of direct heat deposition before

decaying back. When the beam stops, the thermistors again over-shoot with a sharp negative drop

of approximately the same magnitude as the first. This behaviour matches the real measurements

acquired with the real calorimeter shown previously in Figure 5.2.

The rise time difference between the simulated "C1" and "C2" thermistors were calculated

across all of the positions and thermal conductivity values being studied. This result, shown in

Figure 5.22, has many similar properties to the physical calorimeter and confirms that there exists

a relationship between thermal conductivity and heat wave propagation within the calorimeter
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Figure 5.21: Comparison of instantaneous dose rate for various thermal conductivity values.

core. An important difference between this simulated and the physical calorimeter results being

that the simulated rise time difference appears to plateau before −6 mm and after 6 mm regardless

of the thermal conductivity being simulated. This behaviour is expected within the simulation,

as the parameter of rise time difference measures the time difference between the two thermistors;

once beyond the position of the thermistors this value would become constant. The difference in

behaviour with the physical calorimeter is attributed to scattered radiation, as shown previously

by Figure 5.18 and Figure 5.19.
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Figure 5.22: Simulation Rise Time comparison for various thermal conductivity values.

The rise time propagation velocity was calculated using only the beams simulated between ±1

mm, this region was chosen as it is shown to be linear. The simulated relationship between rise

time propagation velocity and thermal conductivity can be seen in Figure 5.23. As shown, there

appears to be a linear response between rise time velocity and thermal conductivity. Importantly,

this relationship makes sense conceptually and is in agreement with the form of Equation 5.3.

When using the previously measured rise time propagation velocity for the physical calorimeter,
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3.29 ± 0.12 mm/s, the predicted thermal conductivity is calculated to be 72 ± 3 Wm−1K−1.
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Figure 5.23: Simulated Rise Time Propagation Velocity against Thermal Conductivity.
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Figure 5.24: Comparison of experimentally measured moving X-ray beam and COMSOL Mul-
tiphysics simulated.

The data acquired using the vM2428 detector for the moving radiation beam previously dis-

cussed in Section 5.2.4 was parameterised and converted into a file format that COMSOL Mul-

tiphysics could open. Using the measured beam position, FWHM, and beam on/off times; it was

possible to implement a moving Gaussian heat source using experimental data. The amplitude of
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5. Calorimeter Studies

the Gaussian was matched to experimental data, with the results shown in Figure 5.24.

As can be seen, there is good agreement with the experimental data acquired with the NPL

proton calorimeter . Due to the heat source being a parameterised Gaussian, the dose rate in the

core resulting from the MLC radiation leakage appears as a constant offset. A localised heat source

representing the MLC leak could be added to the simulation to represent this, but the most suitable

way would be to use unparameterised data from the vM2428 detector. Despite this drawback, this

result was deemed successful enough to have validated the simulation.

By repeating this simulation with the different thermal conductivity values, it was possible to

observe the effect on the peak heights. These results can be seen in Figure 5.25. It can be seen

that the magnitude of the overshoot is inversely proportional to the thermal conductivity. This

overshoot is accompanied by a corresponding undershoot, as shown previously for the stationary

beam studies. Interestingly, for a low enough thermal conductivity it becomes possible to observe

the direct heat flow and conductive heat flow within the same peak.
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Figure 5.25: Comparison of moving X-ray simulations in COMSOL Multiphysics for various
thermal conductivity values.

The ratio of the low:high peaks can be seen in Figure 5.26. It could be expected that for an

infinite thermal conductivity, and thus infinite thermal propagation velocity, that the peak ratio

tends to 1:1. However as previously described, for a low thermal conductivity there appears to be

an increase in peak ratio. This would be due to heat deposited close to a thermistor being unable

to dissipate to other areas within the core within a given time. A slower moving beam would likely

see the peak ratio approach 1:1 for lower values of thermal conductivity as the heat would have
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5.3. COMSOL Multiphysics simulations

more time to dissipate via conduction.
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Figure 5.26: Ratio of peaks for moving X-ray simulations in COMSOL Multiphysics for various
thermal conductivity values.

With a matched thermal conductivity value, it was possible to measure the thermal propagation

velocity in the COMSOL Multiphysics simulation. This was achieved by providing heat energy to

a 0.1 mm diameter region at the centre of the core for 1 second, and observing the induced change

in temperature on the thermistors in 0.25 ms steps. The results of this simulation are shown in

Figure 5.27. It can be estimated from this that no change in temperature due to heat conduction

can observed before 13.5 ± 0.5 ms, which can be used to estimate the thermal propagation velocity

in graphite to be 460 ± 50 mm/s.

0 20 40 60 80 100 120
Time (ms)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Th
er

m
ist

or
 Te

m
pe

ra
tu

re
 C

ha
ng

e 
(m

K)

Beam on
Temperature Change
Temperature Gradient 0.000

0.005

0.010

0.015

0.020

0.025
Th

er
m

ist
or

 Te
m

pe
ra

tu
re

 G
ra

di
en

t (
m

K/
m

s)

Figure 5.27: Simulated Temperature response of the Calorimeter to small beam positioned at the
centre of the core.

Using the COMSOL Multiphysics model, a heat flow study with the simulated calorimeter

was performed using a rapidly moving heat source emulating PBS. This heat source was a 8 mm

FWHM Gaussian, rapidly moved between ±48 mm in steps of 4 mm, representing a 10 × 10 cm2
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5. Calorimeter Studies

field being delivered. Horizontal layers were "painted", with the beam moving vertically down.

The positions of the heat source are shown in Figure 5.28.
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Figure 5.28: Raster scan positions for simulated PBS in COMSOL Multiphysics model.

In true PBS dose is deposited per layer by changing the energy, however for the simulation

cylinders were again used depositing heat in all z positions at once. To represent the rapidly

scanning proton beam heat was supplied at each position for 10 ms, with the beam turned off

for 1 ms between positions. The amplitude of the Gaussian was scaled such that the total dose

delivered to the core was approximately 2 Gy, with the entire delivery of 625 spots taking just

over 7.5 seconds. To improve the accuracy of the simulation, the time step was reduced from 0.2

seconds (5 Hz) to 1 milliseconds (1000 Hz). Reducing the temporal step size of the simulation by

this magnitude was necessary to model the rapidly changing heat flow in the simulated PBS.

Using the simulated thermistors as discussed previously, Figure 5.29 shows the instantaneous

dose rate and cumulative dose from the simulation. It can be seen that each of the individual

y-axis positions can be seen as different dose rate peaks. The "C2" thermistor is exposed first in

the simulated beam and responds first, as expected, and by the time the first change in dose rate

is measured in the "C1" thermistor the "C2" thermistor is already on its second peak. As the

heat source is localised, the peaks for the instantaneous dose rate measured in the thermistors are

significantly more pronounced than for the entire simulated core.

Figure 5.30 shows the relative surface temperature of the simulated core as the simulated beam

passes over. This was calculated by subtracting the average temperature within the core from the

2D surface map produced by COMSOL Multiphysics, and was necessary to enable the heat flow

to be visualised on a single scale.

In this figure, it is possible to see the localised temperature distortion in the simulated core

as a result of the simulated beam. The direction of the beam in the x and y axes are visible

as the regions undergoing heating in the simulation experience a very sharp rise in temperature.

Despite the relatively slow heat propagation velocity in graphite, the asymmetry in heat deposition
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Figure 5.29: Instantaneous dose rate and cumulative dose for simulated PBS study.

becomes negligible as the heat sources moves fast enough to compensate .

The effect of changing the direction of the simulated heat source can be seen in Figure 5.31,

where the heat source was painted in vertical layers moving from left to right. As with the previous

simulation results, the thermistors briefly over-respond as a result of direct heating before rapidly

decaying. Although the change is small, it is possible to observe the slight delay between the two

thermistors on each pass as the heat source is moved vertically.

Regardless of the beam direction, the dose deposited as determined by the NPL Calorimeter

Analysis Software was found to be within 0.5% of the dose as reported by COMSOL Multiphys-

ics. This deviation is within the uncertainty of typical dose measurements using the NPL proton

calorimeter . The cause of this deviation is likely due to incorrect parameters used for the NPL

Calorimeter Analysis Software, which corrects for experimentally measured heat transfer between

components. Repeating these measurements for the COMSOL Multiphysics model is possible, but

beyond the scope of this thesis at this time.
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Figure 5.30: Relative surface temperature of NPL proton calorimeter core for simulated PBS.
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5.4 Conclusion

In this chapter, the results from experimental studies with the NPL proton calorimeter were

presented. Using the vM2428 detector, a large format CMOS sensor, it was possible to measure the

position, intensity, and FWHM of an X-ray beam in combination with the NPL proton calorimeter .

Together, it was possible to investigate the effect of localised heating within the NPL proton

calorimeter graphite core through a series of stationary and dynamic measurements.

The rise time velocity, with a 3.2 second averaging window, through graphite could be measured

experimentally to be 3.29 ± 0.12 mm/s. This finite velocity was found to manifest as an asymmetry

in instantaneous dose rate when exposing the NPL proton calorimeter with a slow moving beam of

radiation, when applying a 3.2 averaging window, but appeared to have no impact of cumulative

dose. This asymmetry was unexpected and warranted further study to which a model of the NPL

proton calorimeter was built in COMSOL Multiphysics which was able to replicate this behaviour,

providing confidence that is was not an experimental artefact but a core part of the calorimeter

response. This model was used to calculate an estimate of the thermal wave propagation velocity
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5. Calorimeter Studies

in graphite of 460 ± 50 mm/s.

The COMSOL Multiphysics model was then expanded to simulate the localised heating effects

of PBS with a rapidly scanned heat source. It was found that the embedded thermistors would

significantly over-respond to direct heating, reporting instantaneous dose rate several times that

actually being applied. Again, this did not impact the measurement of the dose deposited within

the simulated core, providing a measure of confidence for PBS.

To expand this work to be relevant to the clinical practice, the model needs to be expanded to

include a z -axis component to the deposition of heat, which would enable a PDD to be simulated.

From this, it would be possible to investigate radiative heat effects, further expanding on the work

by Petrie et al.. This was part of the original scope of the thesis, however due to the impact of

the "COVID-19" Coronavidus Disease Pandemic, it was not possible to acquire beam time at a

clinical facility with the NPL proton calorimeter .
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Chapter 6

Conclusion

It is predicted that up to 50% of people born after 1960 in the UK will develop some form of cancer

during their lifetime[40]. Of those patients in the UK receiving therapy, radiotherapy is involved

in 27% of all primary cancer treatments[43]. This external beam X-ray radiotherapy is an effective

form of tumour control however due to the physical properties of X-rays, it causes additional radi-

ation dose to be deposited in healthy tissue increasing the likelihood of side effects. For paediatric

patients in particular this can result in an increased probability of long term consequences, such

as a radiation-induced loss of IQ relative to their peers [108]. An alternative form of external

beam radiotherapy using protons PBT has been shown to have beneficial effects due to the Bragg

peak which can result in a higher dose deposition in the tumour volume whilst minimising dose

in healthy tissue. PBT has many challenges associated with it posing challenges for both routine

quality-assurance and primary standard dosimetry; demanding new technologies, techniques, and

innovations. With the construction of new NHS and private healthcare radiotherapy facilities in

the UK for PBT, there is more pressure than ever to ensure that patients receiving cancer therapies

receive the best quality care possible.

This thesis has investigated the suitability of SSD and CMOS detectors for a combined system

with the NPL proton calorimeter , in order to enhance the UK Primary Standard for Absorbed Dose

for Proton Radiotherapy. Such a combined system would be able to provide a primary standard

measurement of the integral dose deposited from a proton pencil beam; whilst simultaneously

measuring the beam position, size, and uniformity. It would be possible to use the data acquired

from the silicon detector to conduct independent simulations of the radiation propagation and

internal heat flow, providing a level of confidence in complex radiation therapies.

In Chapter 3, the PRaVDA tracker unit was evaluated in an Elekta Synergy Linac. The three

non-orthogonal planes of the detector, whilst optimised for pCT, are redundant for X-ray beam

therapy and PBT, and required the development of a reconstruction algorithm (Appendix A.1)
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in order to reconstruct the incident dose. Although it was found that the detector was able to

calculate beam centre within ±0.1 mm of expected, a tolerance that is clinically acceptable, the

maximum region that could be used for beam monitoring was limited due to the relative small

active area of the SSDs that composed the detector. The reconstruction algorithms presented

were not cable of reconstructing the 2D dose deposition in a manner that would be clinically

acceptable, although this could potentially be overcome with Deep Learning as has been performed

for xCT[212]. Unfortunately, damage to the detector during transportation prevented further

research into the application of the PRaVDA tracker unit to proton beams of clinically relevant

energies.

The use of the vM1212 and vM2428 large-format CMOS detectors for 2D dose reconstruction

of X-ray and proton beams was investigated in Chapter 4. These detectors were designed for

X-ray imaging, and not optimised for the harsh ionising radiation environment of external beam

radiotherapy. Regardless, it was found that the CMOS detectors were able to obtain 2D dose

measurements comparable to EBT3 Gafchromic film, a detector used routinely in the clinical

environment. The CMOS detectors were able to obtain not only the beam position, but able

to acquire measurements of the 2D uniformity of the incident beam on a frame by frame basis,

something not possible with SSD detectors. Although the frame rate of the detectors was lower

than that of the PRaVDA tracker unit, there is no requirement for a certain number of frames for

superposition in order to acquire a 1D profile, resulting in the possibility of pulse by pulse dosimetry

using CMOS detectors. This could be of benefit to the "FLASH" radiotherapy modality in the

future, although at present the current full-well of the detectors would not be sufficiently large

enough to prevent saturation of the detector. Such a saturation would not be entirely unexpected,

given that the detector was designed for diagnostic imaging with much lower dose rates. With

new silicon detectors for radiotherapy applications coming to market, such as the myQA SRS

by IBA Dosimetry[213] it is likely that there are to be further applications of CMOS detectors

to radiotherapy in the future. The continued development of CMOS pixel designs with greater

radiation tolerance, such as the MALTA pixel detector[214] offers one such possibility.

The use of CMOS detectors for dosimetry in spatially fractionated radiotherapy has been

highlighted in this thesis, and is discussed in Chapter 4. This work, also presented in Ap-

pendix B.2 and B.2, has shown that CMOS detectors are viable instruments for microbeam dosi-

metry, able to acquire real-time beam information at an accuracy again comparable to radiochromic

film. Although the pixels of the vM1212 and vM2428 detectors are too large (50 µm) for the smal-

lest microbeams used for preclinical research (25 µm)[215], there exists other CMOS pixel designs

that could be used or adapted. This could be combined with a pixel with a high tolerance to

ionising radiation, for an instrument truly optimised for microbeam dosimetry. In the short term
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however, such an instrument is unlikely to be developed as it would not be economically viable

due to the current preclinical status of microbeam radiotherapy.

A proof of principle investigation combining the vM2428 detector with the NPL proton calor-

imeter was described in Chapter 5. Here it is demonstrated that is is possible to synchronise

detection of incident radiation on both devices; enabling the acquisition of beam information of

stationary and dynamic beams, and integral dose rates from the calorimeter. Using beam posi-

tion information as acquired using the CMOS detector, it was shown that not only was there a

difference in spatial response when irradiating different points within the core; but that there is

a difference in temporal response, attributed to internal heat flow. A difference in temperature

response of thermistors was experimentally measured which, when averaged over a 3.2 second win-

dow, propagates through the graphite at 3.29 ± 0.12 mm/s. An investigation with a moving beam

of radiation provided unexpected integral dose rates as recorded on the calorimeter, where it was

implied that the direction of beam travel could impact the result. Using the recorded data of the

radiation as acquired by the vM2428 detector, no asymmetry was observed implying this could be

due to the internal heat flow within the NPL proton calorimeter .

To better understand the physics processes occurring, a model of the NPL proton calorimeter

was built in the COMSOL Multiphysics finite element modelling software. This model was capable

of processing parameterised data from the vM2428 detector, allowing the measurement to be

simulated using real data. A graphite thermal conductivity value of 72 ± 3 Wm−1K−1 was found

to replicate the asymmetry observed for the dynamic beam, confirming that this was an internal

heat flow effect. This value was used to estimate the heat flow propagation velocity of graphite to

be 460 ± 50 mm/s. The model was then expanded to simulate PBS where it was found that despite

significant instantaneous dose rates, the cumulative dose reported by the simulated thermistors was

within 0.5% of that deposited by the COMSOL Multiphysics software. Although beyond the scope

of the thesis, the model is built in such a way that it can be used for future investigations studying

the differences between the QA and ISO modes of operation; the impact of the internal PCB; and

the effect of beam position uncertainty on cumulative dose.

This thesis has demonstrated the potential of a system composing of a NPL proton calorimeter

and a CMOS detector, although for use in a routine proton clinical environment the tolerance

to radiation induced "Bulk Damage" (Section 2.3.6) must be improved. It is recommended that

future studies using the combined system be investigated in PBT facilities. An additional avenue of

research would be to investigate the 2D dose signal recorded by the CMOS detector in the context

of verifying Monte Carlo simulations, providing greater confidence to the shape and position of the

Bragg peaks. This could also be incorporated into the COMSOLMultiphysics model, simulating 3D

heat flow effects. Such 3D heat flow studies would certainly be of interest if performing calorimetry
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in spatially fractionated beams.

A possibility for the future is a pixelated detector could record the delivery of a scanned pencil

beam, enabling Monte Carlo simulations of each beamlet, which would be fed into COMSOL

Multiphysics for heat flow simulations. A chain of software in this manner would be able to obtain

per-measurement correction factors for heat flow within the NPL proton calorimeter . This has the

potential to reduce the uncertainty of the absorbed dose measurement, in addition to providing

verification of the beam delivery.
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Appendix A

PRAVDA tracker reconstruction

algorithms

A.1 Reconstruction algorithms

Unlike the pCT algorithm which is capable of reconstructing the particle (and thus the tracks) of in-

dividual particles, the profile acquired by the trackers in treatment mode meant new algorithms had

to be developed, referred to as the "Fast" and "Slow" algorithms. Both reconstruction algorithms

were written in LabVIEW. This programming language was chosen as the data acquisition software

provided by aSpect Systems GmbH for data acquisition in pCT and therapeutic mode was also

written in LabVIEW.

A.1.1 Fast reconstruction algorithm

A.1.1.1 Projection method

The algorithm projects the three profiles acquired by the trackers into a 2D space. Each plane is

assigned a gradient (mx,u,v) representing the line tangentially intersecting all the strip channels. It

is assumed that the centre of each strip plane is aligned. Equation A.1 governs the position along

the centre of the strip channels.

yi = mx,u,vxi (A.1)

For an arbitrary point in 2D space (xi, yi) there exists a line connecting each plane with a gradient

that is perpendicular to the gradient assigned to the plane (mx,u,v). The equation governing this

is A.2.

ytangent =
−1

mx,u,v
xi + cx,u,v (A.2)
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Equating A.1 and A.2 to eliminate the variable cx,u,v, A.3 determines the projection in the

x-axis along the strips for each plane for the arbitrary point (xi, yi).

xx,u,v =


xi

mx,u,v
+ yi

mx,u,v +
1

mx,u,v

 (A.3)

Equating A.1 and A.3 determines the projection in the y-axis for each plane (A.4).

yx,u,v =


xi

mx,u,v
+ yi

mx,u,v +
1

mx,u,v

mx,u,v (A.4)

The displacement along each axis (relative to the origin) is calculated with A.5, where the ap-

propriate sign is chosen by evaluating xi−xx,u,v. The index of the slit is determined by subtracting

512, as the strip index does not start in the centre of the strip plane.

di = ±
√
xx,u,v2 + yx,u,v2 (A.5)

The value assigned to the projection matrix at coordinates (xi, yi) is given by indexing all of

the strip layers and summing the values. Exception cases have to be made in the event that the

strip layers are aligned at 0, or 90°, in which circumstance the algorithm takes the appropriate x

or y index accordingly. Figure A.1 graphically demonstrates the projection method.
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Figure A.1: Diagram of PRaVDA reconstruction algorithm.
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Figure A.2: Simulated Gaussian profiles on the PRaVDA tracker layers with a 20 mm FWHM,
centred at X = 18.5 mm, U = 35.7 mm and V = -17.2 mm.
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Figure A.3: Layer by layer reconstruction of the simulated Gaussian profiles for the PRaVDA
tracker shown in Figure A.2.
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A.1.1.2 Beam Centre Validation

The PRaVDA tracker algorithm for treatment mode reconstruction was validated by the develop-

ment of a secondary program to determine its limitations. A validation algorithm was developed

(again developed in LabVIEW, to enable use of the same code) and carries out the reconstruction

algorithm in reverse, using an input 2D image or array and determining the projection on each of

the tracker layers. Using this, incident beams of different sizes, shapes and locations can be invest-

igated. Figure A.4 shows a simulated 2D Gaussian with a FWHM of 20 mm and the reconstructed

beam. Figure A.5 shows a physically impossible square beam of 20 × 20 mm2 (both positioned at

(0 mm, 0 mm)).
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Figure A.4: Demonstration of the validation algorithm for a 2D Gaussian with 20 mm FWHM.
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Figure A.5: Demonstration of validation algorithm for a 20 × 20 mm2 square.
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A.1.1.3 Effect of threshold cutoff

To determine the centre of the reconstructed projection a centre of mass function is fitted, however

as a result of the streaking artefacts resulting from the projection method this method results in

inaccurate values. To account for this, a 50% threshold filter was applied. This value was chosen

after simulations (Figure A.6) showing that it required to be at least 33% (due to the three layers),

and due to the historic use of 50% dose maximum to determine field sizes in conventional flattening

field external beam radiotherapy.
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Figure A.6: Determining the beam centre of the reconstructed beam projection.

The effect of changing this threshold value on the reconstructed beam centre can be seen in

Figure A.7, where there is a significant reduction in the position error (defined as the displace-

ment between the centre of the incident and reconstructed beams) above 33%. Increasing the

threshold to above 50% results in no significant reduction in position error, and is likely to make

the reconstruction more sensitive to noise.
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Figure A.7: Position error of the reconstructed beam centre for different threshold values.

A.1.1.4 Gamma Evaluation

A quantitative quantification of the reconstructed beam was performed using a gamma evaluation

with the open source PyMedPhys Python module[216]. The gamma evaluation method compares a

reference profile (Dr) to a second dose profile(De). In clinical use, this is used for verifying predicted

and measured dose distributions in routine quality assurance[217]. Typical clinical requirements

in IMRT are that the delivered beam at each point within the dose profile should be within 3% of

the expected or within 3 mm of a pixel that is the correct dose.

The function used to compute this is equation A.6, where the dose difference δ(~re, ~rr) is defined

in equation A.7 and the spatial difference (r(~re, ~rr)) is defined in equation A.8.

Γ(~re, ~rr) =

√
δ2(~re, ~rr)

∆D2 +
r2(~re, ~rr)

∆d2 (A.6)

δ(~re, ~rr) = De(~re)−Dr(~rr) (A.7)

r(~re, ~rr) = |~re − ~rr| (A.8)

The gamma index of the reference point (γ(~rr)) is determined after sampling the surrounding

pixels to determine the local gamma evaluations and finding the minimum value (equation A.9).

A pixel is determined to have passed the gamma evaluation if γ(~rr) ≤ 1.

γ(~rr) = min{Γ(~re, ~rr)}∀{~re} (A.9)

The gamma passing criteria for comparing predicted measured and predicted dose profiles is

typically that 95% of pixels have a gamma evaluation of less than or equal to 1. To avoid weighting
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this value to low dose regions which may have low impact, a dose threshold of 20% is typically

applied, ignoring values below that.

The computed gamma evaluation for the "Fast" algorithm reconstructing a 25 × 15 mm2

ellipsoid is shown in figure A.8. The gamma passing rate is 8.69%, which would not be clinically

acceptable. The reconstruction method results in "smeared" artefacts in the 2D reconstruction of

relative intensity (100/n)%, where n is the number of layers.

50 25 0 25 50
50

25

0

25

50

y 
po

sit
io

n 
(m

m
)

Input

50 25 0 25 50
50

25

0

25

50
Reconstructed

50 25 0 25 50
x position (mm)

50

25

0

25

50

y 
po

sit
io

n 
(m

m
)

Difference

50 25 0 25 50
x position (mm)

Gamma Distribution 3%/3 mm

0.0

0.2

0.4

0.6

0.8

1.0

Re
la

tiv
e 

In
te

ns
ity

0.0

0.2

0.4

0.6

0.8

1.0

Re
la

tiv
e 

In
te

ns
ity

0.8

0.4

0.0

0.4

0.8

Di
ffe

re
nc

e

0.0

0.4

0.8

1.2

1.6

2.0

Ga
m

m
a 

Ev
al

ua
tio

n

Figure A.8: Gamma evaluation of the "Fast" reconstruction algorithm with 3%/3mm parameters
and a 20% dose cutoff.

A.1.2 Slow reconstruction algorithm

As described, the "Slow" reconstruction method aims to reconstruct incident radiation field as

accurately as possible.
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A.1.2.1 Projection method

The "Slow" reconstruction method begins with the assumption that the incident beam is

"Gaussian-like". The reconstructed beam centre from the "Fast" reconstruction is used to create

a pivot point. The profiles from the separate strip planes are then reevaluated, to determine the

channel either side of the centre that matches a target percentage (such as 66%). This process can

be seen in Figure A.9.
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Figure A.9: "Slow" Reconstruction Algorithm step 1: Identifying the 1D positions of the threshold.

The determined points are then projected from the pivot point in a plane that is parallel to the

plane of the SSD. Repeating this for each plane, results in a set of positions as seen in the left plot

of Figure A.10. An additional step then takes place to interpolate between these fixed positions,

to convert the hexagonal polygon into a shape with smooth edges. Pixels within this defined area

are assigned the value of the target percentage. The process is repeated for a number of target

percentages, to build up 2D intensity profile.

A "Slow" reconstruction of the same incident off-centre ellipsoid as shown for Figure A.8 can

be seen in Figure A.11. As result of processing, the gamma passing rate (3%/3mm, 20% cutoff) of

the reconstruction was increased to 36.47%. Whilst this represents a significant increase, it is still

significantly lower than would be desired clinically.
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A.1. Reconstruction algorithms
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Figure A.10: "Slow" Reconstruction Algorithm Step 2: Defining 2D threshold contours
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Figure A.11: Gamma evaluation of the "Slow" reconstruction algorithm with 3%/3mm parameters
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Appendix B

Presentations and Publications

B.1 Poster presentations

• First demonstration of real-time in-situ dosimetry of x-ray microbeams using a large format

CMOS sensor

12th International "Hiroshima" Symposium on the Development and Application of Semi-

conductor Tracking Detectors (HSTD12), 2019, Hiroshima, Japan

• Proof of concept investigation for in-vivo verification of microbeam radiotherapy using high

resolution pixelated detectors

International Congress on Radiation Research, 2019, Manchester, United Kingdom

• Therapeutic dose rate reconstruction of X-Ray beams using strip detectors for enhanced

primary standard dosimetry

Proton Physics Research and Implementation Group, 2019, London, United Kingdom

B.2 First-author publications

• Characterisation of a megavolt X-Ray therapeutic beam using non-orthogonal strip detectors

for future enhanced primary standard dosimetry, 2019, Journal of Instrumentation[22]

• Evaluation of a pixelated large format CMOS sensor for x-ray microbeam radiotherapy, 2020,

AAPM Medical Physics[197]

• First demonstration of real-time in-situ dosimetry of X-ray microbeams using a large format

CMOS sensor, 2020, NIMA[198]
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Abstract: The National Physical Laboratory (NPL) provides traceable high accuracy measure-
ments for absorbed dose via primary standard graphite calorimeters. Patients undergoing radio-
therapy for cancer treatments in the U.K. receive a dose that is traceable to these devices. In the
case of hadron radiotherapy, reducing the uncertainty of these measurements requires the addition
of spatial information to understand not only the integral dose delivered, but where the energy is
deposited locally.

The PRaVDA consortium developed strip detectors able to track individual protons at low rates
for proton computed tomography. For calorimetry at clinical dose rates only real-time spot location
is required, which could be projected to reconstruct a 2D visualisation from which the beam centre
can be determined.

This work reports on a proof-of-concept trial carried out using 6 MV X-rays using an Elekta
Synergy linear accelerator. We show how the beam positions can be determined within ±0.5 mm
of the expected radiation beam position, which is similar to the tolerances of the field defining
multileaf collimator within the linear accelerator treatment head.

The trial will be extended to perform measurements in a clinical proton beam alongside the
NPL graphite proton calorimeter.

Keywords: Instrumentation for gamma-electron therapy; Algorithms and Software for radiother-
apy; Dosimetry concepts and apparatus; Instrumentation for hadron therapy
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1 Introduction

In the U.K. there are an estimated 2.5 million people living with cancer, a figure expected to rise
to 4 million by 2030 [1]. Proton radiotherapy is commonly used in specialist cancer cases where
the dose sparing effect of the energy loss of protons being greatest at the end of their range (the
“Bragg peak”) can be exploited to reduce damage to healthy cells around the primary tumour
volume. However, due to errors associated with delivering the beam during modern pencil beam
spot-scanning treatments, hotspots within the delivery volume of approximately 4% can arise from
a single spot delivered 1 mm off target [2]. This has motivated the development of proton computed
tomography (pCT) to reduce uncertainties by directly mapping the proton stopping power within
the patient.

1.1 Graphite calorimetry at the National Physical Laboratory

The suite of primary standard graphite calorimeters at the National Physical Laboratory (NPL)
provide traceable absorbed dose measurements in the United Kingdom for X-ray and proton radio-
therapy. These devices are irradiated using clinical radiation beams in lieu of a patient and directly
measure the temperature rise (of the order mK) due to radiation interactions using calibrated ther-
mistors embedded within the graphite. Using the measured energy change combined with relevant
correction factors the total absorbed dose can be determine with very low uncertainty. An incident
radiation beam covering multiple components within the calorimeter would cause differing tem-
perature rises (due to the differing specific heat capacities). This is accounted for by large-scale

– 1 –
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modelling of temperature and heat flows [3] which, by also including detailed additional positional
information of the beam, allows even more accurate heat flow corrections to be applied, reducing
the overall uncertainty.

1.2 Silicon tracker development by PRaVDA

To investigate pCT, the PRaVDA collaboration developed silicon strip detectors (SSDs) capable of
resolving the signal for individual protons in order to resolve their position for path reconstruction.
The SSDs consist of 150 µm thick n-in-p silicon with 2 × 1024 channels (90.8 µm pitch) for an
active area of 93 × 96 mm2 split into two regions of active area 93 × 48 mm2. Each tracker unit
consists of three pairs of SSDs rotated by 60◦ with respect to each other in a (X-U-V) configuration.
The each ASIC has two tunable thresholds for both high and low particle fluence environments. In
addition to pCT mode (where the ASICs read out at the 26 MHz repetition rate of the cyclotron for
a maximum of eight channels per cycle, as described in [4]), the ASICs are capable of operating in
“Treatment mode”, a modality which has not been investigated until now. In this mode all channels
are read at a maximum 6 kHz repetition rate with the charge deposited on each strip integrating
between measurements. This mode is not capable of recording the signals of individual protons,
but could instead measure projections of the incident radiation beam in each of the planes.

2 Method

To evaluate the interaction between the PRaVDA tracker and a high dose rate beam, an exposure
was performed at the National Physical Laboratory using an Elekta Synergy Linac delivering 6 MV
X-ray beams. Although the aim of this collaboration is to reduce the associated spatial uncertainty
of proton beams, both the proton calorimeter and the PRaVDA tracker unit should respond to X-ray
beams in a similar manner as energy is deposited within the detectors.

2.1 Exposures performed

The tracker was set up at the linear accelerator’s isocentre with 5 cm of water equivalent solid water
plastic following the IAEA code of practice for X-ray dosimetry [5]. The PRaVDA tracker was
tested with a 2.0 × 2.0 cm2 6 MV X-ray beam, which was moved by changing the leaves of the
Multileaf Collimator as well as rotating the linear accelerator head.

2.2 Reconstruction algorithm

The developed algorithm is capable of projecting the response for each channel onto a 2D space.
This is achieved by determining the strip channel position in each plane for each given point in
space within the active area (as can be seen in figure 1(a)) and summing the strip response for
the associated channels in each plane. To compute the beam centre a function was applied to the
resulting 2D array to discard any results below 50% of the maximum value and normalise those
above. The 50% filter minimises the influence of the banded artefacts that can be seen in figure 1(b).
A medium rank filter can be applied to the X-U-V profiles, removing the influence of oversensitive
or masked channels before normalising each plane’s response to account for global calibration
differences in each plane (as seen in figure 3).

– 2 –
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(a) Visual representation of algorithm operations. (b) An example of a reconstructed projection.

Figure 1. The reconstruction algorithm determines the projection of each of the three strips for each point
in space, rather than calculate each intersection between the strip channels.

Figure 2. The PRaVDA tracker was able to detect individual pulses from the Elekta Synergy Linear
Accelerator.

Only positions that are present on all three planes are reconstructed using the algorithm. Points
that are out of these limits are ignored, creating the sharp hexagonal background that can be seen
in figure 1(a) and figure 1(b).

3 Results

3.1 Pulse detection

The PRaVDA tracker was found to be able to detect X-rays from the linear accelerator, with the
high measurement rate of the detector enabling individual linac pulses to be detected as can be seen
in figure 2. Using the signal deposited on the two thresholds, the pulse width can be estimated at
300–700 µs, comparable to previous work by [6] but with significantly lower temporal resolution.
The threshold levels were manually tuned to prevent saturation.

3.2 Static irradiations

Figure 3 shows the processed tracker response to an X-ray beam. It can be observed that the strips
in the X plane (with the same orientation as the square field) measure a beam profile similar to that

– 3 –
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Figure 3. The PRaVDA tracker processed channel response to a clinical dose rate 6 MV 20×20 mm2 square
X-ray incident beam, irradiating off centre.

when using standard radiotherapy equipment. The U and V planes (oriented 60◦ and 120◦ to the
square X-ray beam) capture a projected profile that is narrower.

The algorithm developed is able to accurately reconstruct the centre of the beam for a multitude
of positions, providing that the entire beam profile is contained the three planes of silicon strip
detectors. Under these circumstances, the calculated beam centre was found to consistently be
within 0.5 mm of the expected position.

Beam reconstruction was found only to be possible when the entire beam profile was captured
by the strip detectors. As a beam with FWHM of approximately 20 mm was used, this would
limit the region within the active area capable of successfully reconstructing a beam to a circle
with radius 30 mm. For smaller incident beams (as in the case of clinical proton beams with beam
size approximately 7 mm σ), this reconstruction area is expected to increase consequently. Further
investigations are planned to verify this. The repeatability of the multileaf collimators in delivering
a fixed beamwas investigated by comparing several different reconstructed beams. It was found that
all beam centres of the same position were within ±0.5 mm of each other, well within the expected
tolerance of the linear accelerator.

By irradiating with complex field shapes (when the field was no longer a simple square) with
the multileaf collimator, it was found that the developed algorithm was unable to reconstruct many
features of the incident beam. This was expected, due to the signal being spatially integrated over
the strip detector, however the beam centre for each of these was found to agree. Having more than
three planes would allow for a more representative reconstruction of the field edges and shape but
would not provide additional information regarding the internal beam structure — a fundamental
limitation of using strip detectors.

It was found that processing the silicon strip detector channel responses to remove the noise
generally had a minimal effect on positional accuracy due to the relatively few number of channels
generating erroneous readings. As only the overall signal profile was required to calculate the beam
centre, large differences between adjacent strips could be dismissed. Typical differences between
the beam centres calculated using raw and processed data were less than 0.3 mm, however the
processed values were consistently closer to the expected positions. An example of this can be seen
in figure 4.
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(a) Raw signal reconstruction: the calculated centre is
(4.8 ± 0.1 mm, 5.4 ± 0.1 mm).

(b) Processed signal reconstruction: the calculated
centre is (5.0 ± 0.1 mm, 5.5 ± 0.1 mm).

Figure 4. Comparison of raw (a) and processed (b) reconstructions of an X-ray beam 20 × 20 mm2 square
X-ray incident beam at (5.0 mm, 5.0 mm). The tracker was found to be positioned 0.5 mm offset in the Y
axis across all measurements. The same colourbar scale is used as in figure 1(b).

Figure 5. Reconstructed centres of a stationary X-ray beam and a rotating X-ray beam with arc 20 mm as
measured by the PRaVDA tracker and reconstructed using the developed algorithm. The gaps present in the
arc are due to a dead time that occurs between the PRaVDA taking successive measurements.

3.3 Moving irradiations

By subdividing the 10,000 frames obtained by the detector in each measurement it is possible to
create multiple consecutive reconstructions using the developed algorithm from the same measure-
ment. Analysis of a moving radiation field could be achieved this way. A radiation field positioned
at (0 mm, 20 mm) using the multileaf collimator was moved in an arc by rotating the collimator
between 0◦ and 180◦. Figure 5 shows the result obtained from this when taking 10 consecutive
measurements. The calculated radius of this arc was determined to be 20.04 ± 0.36mm.
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4 Discussion

The irradiations provided by the Synergy linear accelerator were all carried out using a flattening
field filter, designed to provide uniform beams. Further investigation is required to determine the
validity of the algorithm to non-uniform beams, this could be achieved by de-tuning the linear
accelerator’s internal steering mechanism to create an asymmetrical beam or introducing a device
to perturb the beam such as a mechanical wedge. All of the results presented were performed using
simple beam shapes for initial verification of the PRaVDA tracker, the abundance of complex field
shapes used in modern Volume Modulated Arc Therapy (VMAT) would indicate that silicon strip
detectors are not suitable for X-ray radiotherapy. Complex fields would require the use of pixelated
detectors such as the ACHILLES as has been done by [7], however simple Gaussian beams as used
in modern proton beam therapies are ideal candidates for the detectors described here.

The use of silicon strip detectors for beam monitoring in radiotherapy has been explored by
the international community [8, 9], however the PRaVDA tracker is novel due to its large active
area and non-orthogonal layer orientation. When compared to commercial transmission detectors
for proton beam monitoring (such as the IC128-25LC-2I detector by Pyramid [10]), the PRaVDA
tracker has superior resolution but suffers from thicker water equivalent material, smaller active
area and lower refresh rate. With further optimization in future iterations, these issues could be
resolved in future revisions of the PRaVDA tracker unit.

5 Conclusions

The investigation demonstrated that high dose rate X-ray beams could be monitored using the three
planes of silicon strip detectors that make up the PRaVDA tracker when operated in “Treatment
Mode”. It was determined that calculating many basic features of the beam (such as width, MLC
positions) beyond beam centre could not be determined however this is to be expected when using
strip sensors.

The resolution at which the developed algorithm can detect changes in beam position is small
enough to enable the use of the PRaVDA tracker to benefit the NPL graphite calorimeter for
absorbed dose in proton beam therapy by both reducing the energy uncertainty and adding beam
profile information. Further experiments are planned in order to investigate this further and use the
beam profile information of the PRaVDA tracker as a direct input for heat-flow modelling within
the calorimeter.
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Purpose: Current techniques and procedures for dosimetry in microbeams typically rely on radiochro-
mic film or small volume ionization chambers for validation and quality assurance in 2D and 1D,
respectively. Whilst well characterized for clinical and preclinical radiotherapy, these methods are non-
instantaneous and do not provide real time profile information. The objective of this work is to deter-
mine the suitability of the newly developed vM1212 detector, a pixelated CMOS (complementary
metal-oxide-semiconductor) imaging sensor, for in situ and in vivo verification of x-ray microbeams.
Methods: Experiments were carried out on the vM1212 detector using a 220 kVp small animal radi-
ation research platform (SARRP) at the Helmholtz Centre Munich. A 3 x 3 cm2 square piece of
EBT3 film was placed on top of a marked nonfibrous card overlaying the sensitive silicon of the sen-
sor. One centimemter of water equivalent bolus material was placed on top of the film for build-up.
The response of the detector was compared to an Epson Expression 10000XL flatbed scanner using
FilmQA Pro with triple channel dosimetry. This was also compared to a separate exposure using
450 µm of silicon as a surrogate for the detector and a Zeiss Axio Imager 2 microscope using an
optical microscopy method of dosimetry. Microbeam collimator slits with range of nominal widths
of 25, 50, 75, and 100 µmwere used to compare beam profiles and determine sensitivity of the detec-
tor and both film measurements to different microbeams.
Results: The detector was able to measure peak and valley profiles in real-time, a significant reduc-
tion from the 24 hr self-development required by the EBT3 film. Observed full width at half maxi-
mum (FWHM) values were larger than the nominal slit widths, ranging from 130 to 190 µm due to
divergence. Agreement between the methods was found for peak-to-valley dose ratio (PVDR), peak
to peak separation and FWHM, but a difference in relative intensity of the microbeams was observed
between the detectors.
Conclusions: The investigation demonstrated that pixelated CMOS sensors could be applied to
microbeam radiotherapy for real-time dosimetry in the future, however the relatively large pixel pitch
of the vM1212 detector limit the immediate application of the results. © 2019 American Association
of Physicists in Medicine [https://doi.org/10.1002/mp.13971]

Key words: CMOS detectors, compact microbeam sources, dosimetry, microbeam radiation therapy
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1. INTRODUCTION

1.A. Microbeam radiotherapy

Microbeam radiotherapy (MRT) is a novel type of spa-
tially fractionated therapy which is defined by narrow beams
of radiation (typically <100 µm) that can selectively irradiate
portions of the target volume.1 To cover the entire target vol-
ume, microbeams are delivered in a grid pattern in which
multiple quasi-parallel rectangular beams, with typical cen-
tre-to-centre distances of 200–400 µm. Crucially the entire
target volume is not irradiated uniformly, with regions of very
high dose microbeam "peaks" separated by very low dose
valleys.

Preclinical studies have indicated that this dose pattern has
a greater efficacy than that of a single uniform field.2 Whilst
the exact mechanism for preferential effect tumor is not fully
understood and is likely a combination of effects. Possible
mechanisms under investigation are preferential damage to
vascular tissue in tumors,3–5 and radiation-induced bystander
and abscopal effects.6,7

1.B. Current verification methods

The very small size and high dose gradients of microbe-
ams present a significant challenge to most standard detec-
tors. That combined with high dose rates at synchrotrons
adds to the complexity when working towards accurate
dosimetry for microbeam radiotherapy.

Stereotactic radiotherapy treatments (with radiation
fields sizes typically between 0.4 and 30 mm8) have strict
requirements on the geometrical and dosimetric accuracy
from dose calculations to delivery of � 5% (k = 2).9

Microbeam irradiations are a step forward in terms of
complexity and at present there is no dosimetry protocol
or recommendations for dosimetry of irradiations with
such beam configurations.10

Much of the ongoing research in the community is dedi-
cated to optimizing irradiation configurations in order to
obtain the best therapeutic outcomes, with peak to peak dis-
tance,11 full-width at half maximum (FWHM)12 and the
peak-to-valley dose ratio (PVDR)13,14 being of particular
interest.

Due to the very small scales involved in microbeam radio-
therapy, conventional radiotherapy equipment for beam pro-
file acquisition (like small volume ionization chambers) are
unable to resolve the individual microbeam peaks9). Scanning
other types of small volume detectors through a microbeam
peak has been previously performed with success by using a
MOSFET dosimeter15,16 or with a commercial PTW (Physi-
kalisch-Technische Werkst€atten GmbH, Freiburg, Germany)
microdiamond detector,17 with resolutions of 1 µm.18 This
method has shown good agreement with radiochromic film,19

however the measurements are acquired point by point and
therefore the shape of the profiles are not shown instanta-
neously which limits its use for in vivo dosimetry or in situ
verification. The same applies to the use of scintillating
fibers, as shown by Archer et al.20

Various groups have developed silicon strip detectors
capable of quantifying parameters of the microbeam
field.21–23 Whilst hybrid strip detectors (with separate sen-
sor and readout) can offer greater resistance to radiation
than monolithic pixelated detectors, strip detectors do not
provide detailed information about the 2D profile of the
radiation field and, therefore, will be more sensitive to
angular misalignment.

A method of obtaining 2D relative dose distributions of
microbeams was developed by Bartzsch et al.24 using optical
microscopy and EBT3 films,25 which when using a micro-
scope is technically capable of spatial resolutions better than
1 µm. Due to film grain inhomogeneities this is reduced to
5 µm in practice. This method builds on existing techniques
for film dosimetry. Radiochromic films have a relatively large
dose range (0.1 cGy–10 Gy for EBT326), however the analy-
sis process is slow, requiring a minimum of 24 hr for self-de-
velopment post-irradiation.27 At lower dose levels (less than
0.1 Gy28,29) noise becomes more significant. This typically
necessitates two separate sets of irradiations for the same set
of microbeams, in order to be able to increase the accuracy of
the assessment of the dose distribution in the regions with
lower dose range (valleys) without saturating the high dose
region of the microbeam peaks.

This investigation was carried out to evaluate the suitabil-
ity of the newly developed vM1212 detector for its use in the
analysis of preclinical radiotherapy microbeams, using the
custom built multi-slit collimator at the Helmholtz Zentrum
M€unchen, Germany. The objective was to quantify
microbeam parameters and to compare the results of the anal-
ysis of the same deliveries to EBT3 films, using the optical
microscopy method.24

2. MATERIALS AND METHODS

2.A. vM1212 pixelated detector

The vM1212 pixelated detector is a large format CMOS
(complementary metal–oxide–semiconductor) imaging sen-
sor with 50 µm pixel pitch originally designed for medical
and scientific x-ray imaging by the CMOS Sensor Design
Group at the Rutherford Appleton Laboratory30 and is now
licensed and manufactured into a full detector assembly by
vivaMOS Ltd. The active area of the vM1212 detector is
approximately 6 9 6 cm2 (1204 9 1248 pixels) and is suffi-
ciently large to capture the entire radiation field of the
microbeam multislit collimator in a single instance.

The small pixel pitch and predicted resistance to damage
caused by high levels of ionizing radiation justified a proof of
principle investigation to determine the response of the detec-
tor to microbeam radiation.

2.B. Methodology

A SARRP (Small Animal Radiation Research Platform) x-
ray irradiator at the Helmholtz Zentrum M€unchen was used

Medical Physics, 0 (0), xxxx
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for this investigation. The irradiation parameters were set to
220 kVp (0.67 mm Cu HVL); 2.8 mA; and fine focus (effec-
tive beam source size of 0.4 mm31).

The tungsten microbeam multislit collimator consisted of
three levels of fifty one 100-µm slits (7 mm total thickness),
with a slit-to-slit separation of 400 µm. The first and third
levels are in a fixed alignment, whilst the second central level
is controlled by two motorized translation stages. When fully
open, the transmission gap is 100 µm, but the finest step res-
olution of the piezoelectric pistons enables variable slit
widths between 0 and 100 µm to be investigated to an accu-
racy of 0.5 µm. The collimator was mounted at a distance of
21.2 cm from the source, with additional lead shielding to
prevent radiation damage to the electronics as shown in
Fig. 1(a).

In order to obtain robust and safe positioning, the vM1212
detector had to be mounted at a source to surface distance
(SSD) of 29 cm, 6.8 cm from the surface of the microbeam
collimator. To achieve conditions similar to the ones used for
small animal irradiations a 1 cm slab of tissue-equivalent
flexible bolus material with density of 1.03 g/cm32 (trimmed
to 7 9 7 cm2) was placed on top of the EBT3 film. The
vM1212 detector was used without scintillating material to
maximize the potential spatial resolution. To enable a direct
comparison between the EBT3 film and the vM1212 detector,

EBT3 film pieces were placed on top of the active area of the
sensor, separated by a thin layer of a nonfibrous card which
had been marked for repeatable alignment [Fig. 1(b)].

The EBT3 films irradiated simultaneously to the vM1212
detector were scanned using an Epson Expression 10000XL
flatbed scanner (1400 dpi) and calibrated using FilmQA Pro
with triple channel dosimetry.33,34 Due to time constrains
during the experiment, it was not possible to irradiate a sec-
ond set of films for their analysis with optical microscopy.
Those irradiations were performed in an independent experi-
ment following the same irradiation conditions: source-sur-
face distance, same bolus material and nonfibrous card, but
using 450 µm of silicon simulating the thickness of the
detector. This second set of films was scanned using a ZEISS
Axio Imager 2 optical microscope35 on 5X magnification for
a pixel resolution of 1.29 µm.

Prior to the film irradiations, the output (Gy/min) was
measured in reference conditions for SARRP absolute cali-
bration. Measurements were performed with the SARRP
open field at Source Surface Distance (SSD) of 33 cm and at
2 cm depth in WT1 water equivalent slab phantom, with
3 cm of backscatter material. Two independent measure-
ments of the SARRP output were performed, one with the
local dosimetry system (PTW 30010 ionization chamber),
traceable to the PTW-Freiburg SSDL Calibration Laboratory
and with a National Physical Laboratory (NPL) secondary
standard system (PTW 30012 ionization chamber), traceable
to the NPL primary standard for medium energy x-rays. Both
ionization chambers used a local PTW Unidos TW1001 elec-
trometer for dosimetry. Following output measurements and
in order to obtain a calibration curve, a set of nine films were
irradiated in the same reference conditions, with doses rang-
ing from 0 to 14 Gy.

For consistency throughout the investigation, the same
integration time, 28 ms, was always used on the vM1212
detector. This ensured that all the performed measurements
were all in the linear response region for the pixels and pre-
vented saturation of the detector. The results obtained using
the vM1212 detector were corrected by averaging over a num-
ber of frames to reduce noise, subtracting a dark image to
account for dark current in the pixels and calibrating the pixel
response values against measurements with the NPL ioniza-
tion chamber under the same conditions.

Direct comparison between the EBT3 films and the differ-
ent acquisitions with vM1212 detector were carried out for
25, 50, 75, and 100 µm slit widths. All the slits were irradi-
ated with 240 s of exposure with the exception of the 25 µm
slit width which was irradiated with 480 s, to increase the
dose and therefore to reduce the level of noise for the films
measurements in such narrow beams.

Finally, to understand the difference in spatial response
between the vM1212 detector and the two methods of EBT3
film scanning, the modulation transfer function (MTF) was
measured for each. The modulation transfer function of the
vM1212 detector was measured following BS EN 62220-1-
3:200836 and using the COQ analysis software written by
Donini et al.37. The MTF of the Epson Expression 10000XL

(a)

(b)

i

v

vi

vii
viii

ii
iv

iii

FIG. 1. Experimental set up: (a) vM1212 detector with 1 cm of water equiva-
lent build-up, (b) vM1212 detector with aligned EBT3 Film. (i) Lead shield
to protect collimator electronics; (ii) Microbeam collimator; (iii) 1 cm of
water equivalent bolus; (iv) Cable for microbeam collimator; (v) vM1212
detector; (vi) Ribbon cables for vM1212 detector; (vii) Nonfibrous card with
alignment points; (viii) 3 x 3 cm2 square of EBT3 film.
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scanner at 1400 dpi scanning resolution was measured using
a sharp flat edge positioned over a piece of unexposed EBT3
film at an angle of 4°. Again using the COQ analysis soft-
ware, the edge spread function was calculated allowing the
modulation transfer function to be determined. The MTF of
the Zeiss Axio Imager 2 was measured with the Xradia reso-
lution sample (provided by Zeiss), which contained a pattern
of lines with known width and separation. The largest line
width on this pattern was 32 µm (period = 64 µm), and as
such the smallest resolution measurable with this resolution
sample was 15.6 line pairs/mm (1/0.064 mm).

3. RESULTS

3.A. Profile measurements

It was found that the vM1212 detector was able to capture
the entire radiation field as defined by the collimator, as can
be seen in Fig. 2(b). To create the microbeam collimator slits
in tungsten, 0.3 mm diameter holes had to be drilled into the
tungsten, allowing for wire erosion to mill out the 100 µm
wide slits. This detail can be recognized on both detectors
(film and vM1212 detector) and was used for alignment pur-
poses. All profile comparisons presented are aligned relative

to the central 26th peak. By comparing vertical profiles from
the EBT3 film methods with vertical profiles taken using the
vM1212 detector we were able to observe that the alternating
pattern of peaks and valleys of the microbeam collimator are
well correlated between the different detectors. The larger
SSD required to mount the vM1212 detector and the maxi-
mum scanning size of the EBT3 film possible with the micro-
scope reduced the number of peaks that could be recorded
using this method to approximately 40 (reduced from 51
physical slits on the collimator).

The 100 µm slit profiles’ comparison can be seen in
Fig. 3(a), where an agreement in terms of alignment of the
peaks between the three detector methods can be observed.
The vM1212 detector and the Epson Expression 10000XL
under respond in terms of peak dose by approximately 30%;
however there is relatively good agreement of the location of
the microbeam peak center values [Fig. 3(b)]. As shown in
Fig. 4, relative to the Zeiss Axio Imager 2, the valley doses
are over reported by the Epson Expression 10000XL (with
scanning resolution at 1400 dpi) by approximately 25%
(15 mGy/min), whilst the vM1212 detector over reports by
less than 5% (5 mGy/min). The average deviation between
corresponding peak centers for the vM1212 detector and the
Epson Expression 10000XL measurement was 18.5 µm,

(a) (c)

(b) (d)

FIG. 2. (a) Photograph of microbeam collimator slits. (b) vM1212 detector image (cropped). (c) Scan of exposed EBT3 film using the Epson Expression
10000XL scanner (100 µm slit width). (d) Scan of exposed EBT3 film using Zeiss Axio Imager 2.
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whilst for the Zeiss Axio Imager 2 measurement was found
to be 55.3 µm. As shown in Fig. 5 for the 26th central peak,
the profile resolved on all three detector methods appears to
be Gaussian.

For the 25 µm slit width comparison (Fig. 6) the agree-
ment between the EBT3 films and the vM1212 detector
becomes worse as there is a strong disagreement for dose rate
values between the scan performed by the Zeiss Axio Imager
2 and the other methods. This deviation is likely due to spa-
tial averaging within the vM1212 detector and the Epson
Expression 10000XL, however it is also possible that this
deviation was introduced by misalignment during the Zeiss
Axio Imager 2 exposure as it was performed at a later date.
The lower measured dose rate is not consistent across the
microbeam profiles as shown for the central peak (Fig. 7),
where the dose rate measured by the vM1212 detector and
Epson Expression 10000XL EBT3 film is approximately
20% of the dose rate measured by the Zeiss Axio Imager 2.
For the Epson Expression 10000XL and the vM1212, the
dose rate measured for the 27th peak (Fig. 7) is better but still
measures only 40% relative to the Zeiss Axio Imager 2. Val-
ley profiles for the 25 µm slit measured all of the detectors
are again inconsistent, with approximate differences relative
to the Zeiss Axio Imager 2 of 40% and 20% for the vM1212
detector and Epson Expression 10000XL, respectively. This
peak specific under response not observed in the Zeiss Axio
Imager 2 measurement is suspected to be due to a combina-
tion of manufacturing tolerances on the machined microbeam
slits and repeatability issues of the microbeam setup.

Figures 7, 8 and 8 show a profile comparisons with a
Gaussian fit applied between the three detectors for the 26th

FIG. 3. (a) 100 µm slit width profile comparison, (b) Microbeam peak deviation between the vM1212 detector and the two EBT3 film methods.

FIG. 4. 100 µm slit width valley profile comparison.
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(central) and 27th peak, respectively. A stitching artifact
between the high dose valley irradiation and the low dose
peak measurement can been seen in Fig. 8 in the Zeiss Axio
Imager 2 dose profile at approximately 50 µm. The centers
of the 27th microbeam peak (relative to the 26th central peak)
can be calculated to be 550, 514, and 488 µm for the vM1212
detector, Epson Expression 10000XL and Zeiss Axio Imager
2 respectively.

The peak to peak separation could be measured across the
three detection methods for all measured slit widths, as
shown in Table I. It can be shown that the three methods
agree within the uncertainties calculated. Using the inverse
square law and the differences between the measured peak to
peak separations, it can be estimated that the EBT3 films for
the Epson Expression 10000XL and Zeiss Axio Imager 2
measurements were positioned 0.5 � 0.2 mm and
2.4 � 0.2 mm closer respectively to the x-ray source than

the vM1212 detector measurement. As the measurements for
the Epson Expression 10000XL were taken concurrently with
the vM1212 detector, this difference can be attributed to the
thickness the nonfibrous card which was independently mea-
sured with a digital caliper to be 0.53 � 0.01 µm. The
2.4 mm deviation of the Zeiss Axio Imager 2 measurement is
likely due to setup misalignment.

It was also found that the vM1212 detector was still able
to detect and identify each of the 51 peaks when the
microbeam collimator is fully closed (set to 0 µm slit width)
(Fig. 9). Profiles resulting from this leakage are used in Sec-
tions 3.B FWHM measurements and 3.C Peak and Valley
Measurements.

Using the vM1212 detector it is possible to take real time
horizontal profiles of the microbeam collimator. A compar-
ison between the methods averaged across all recorded peaks
for the 100 µm slit width can be seen in Fig. 10, which again

FIG. 5. 100 µm slit width profile comparison of the 26th central peak.

FIG. 6. 25 µm slit width profile comparison.

FIG. 7. 25 µm slit width peak profile comparison of the 26th central peak.
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shows the approximately 30% under response of the vM1212
detector and Epson Expression 10000XL measurements rela-
tive to the Zeiss Axio Imager 2 measurement. The sharp ver-
tical peaks at 13,000 and 41,000 µm are due to the 0.3 mm
diameter holes seen in Fig. 2. It can be seen in all three meth-
ods that the radiation intensity does not follow a smooth pro-
file across the collimator as one might expect, although it is
beyond the scope of this paper to discuss any therapeutic
impact this may have.

3.B. FWHM measurements

An averaged FWHM comparison between the Zeiss Axio
Imager 2 and the vM1212 detector for each of the slits can be
seen in Fig. 11. The error bars shown represent one standard
deviation of uncertainty for the microbeam peaks.

A linear relationship between the FWHMs is observed;
however, there is a large deviation between FWHMs within a
measurement. This can be attributed to a significant trend in
the FWHM as a function of vertical position that was unde-
tectable at the time of the experiment that can be seen in both

the vM1212 detector results (Fig. 12) and the analyzed EBT3
films (not shown). This is most probably due to the angle of
the beam after it is produced at the tungsten target, within the
x-ray tube, known as heel effect. This effect would have
become more dominant due to the larger SSD and was not
observed on past measurements using the microbeam colli-
mator.

Such a difference in beam FWHM across the beam
profile would have had a significant impact on patient out-
come, as described by Serduc et al.12. For in vivo

FIG. 8. 25 µm slit width peak profile comparison of the 27th peak.

TABLE I. Measured peak to peak separation as measured on the three detec-
tors. Statistical uncertainty corresponds to one standard deviation.

Nominal slit
width (µm)

Measured peak to peak separation (µm)

vM1212
detector

Epson Expression
10000XL

Zeiss Axio
Imager 2

25 513.4 � 13.9 512.0 � 11.3 508.3 � 9.9

50 512.9 � 10.1 511.7 � 9.7 508.9 � 9.1

75 512.6 � 9.2 511.9 � 10.1 508.3 � 8.6

100 512.4 � 9.5 511.8 � 9.6 508.5 � 9.8

FIG. 9. Radiation leakage through the collimator at 0 µm slit width as mea-
sured by the vM1212 detector.

FIG. 10. Horizontal profile of the 100 µm slit width.
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verification this would have been impossible to diagnose
in real time with EBT3 films, due to the minimum 24 hr
time required for film self-development. This highlights a
potential application of the vM1212 detector for real time
imaging of microbeams.

A comparison of microbeam nominal slit width to the
measured FWHM can be seen in Fig. 13. As the vM1212
detector could take multiple readings with minimal dead time
between them, a repeat set of measurements was performed
to calculate the FWHM of the microbeams. Each time the slit

width was increased by 5 µm. Using this approach, it was
possible to show that below 20 µm slit width, the value of
the measured FWHM begins to increase (in relation to the
expected nominal one). This effect is well documented for
small fields in megavoltage x-ray beams38 and is due to the
finite size of the x-ray source being partially occluded by the
collimator, causing an overlapping beam penumbra. If this
geometrical penumbra is larger than the field size, then the
FWHM of the resulting beam increases. Differences between

FIG. 11. FWHM comparison between Zeiss Axio Imager 2 and the vM1212
detector. A 1:1 ratio has been added to guide the eye.

FIG. 12. FWHM trend as measured by the vM1212 detector.

FIG. 13. Comparing the microbeam slit width to observed FWHM.

FIG. 14. Geometric setup of the microbeam collimator, resulting in the larger
full width at half maximum (FWHM).
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the two vM1212 detector measurements are attributed to sub-
tle differences when repositioning the detector and uncertain-
ties in the reproducibility of the collimator movements,
however this effect appears to be minimal.

The larger FWHM for all measurements can be attributed
to the finite size of the x-ray source. As shown in Fig. 14, for
a finite source size (S), collimator slit width (w), source-colli-
mator distance (A), and collimator-projection distance (B);
the projected beam width can be approximated using Eq. (1).

L ¼ B
A
þ 1

� �
wþ BS

A
(1)

For this approximation and to simplify the scatter effects,
we assumed that the collimator is infinitely thin and consists
of only one layer instead of the three that comprise the
actual and previously described design of the collimator.
With the previous assumptions we are considering the calcu-
lated projected beam size as an approximation of the
FWHM of the microbeam peak. Using the values described
previously for A, B and S, the values for the theoretical
resolvable slit size were plotted on Fig. 13 for comparison
with measured results. With Eq. (1), the smallest microbeam
peak FWHM created by the collimator that could be possi-
ble to resolve would be equal to 128.3 � 13.0 µm (assum-
ing 10% uncertainty of x-ray source size), whilst using the
extrapolated results from the vM1212 detector the minimum
is calculated to be 126.0 � 0.7 µm. The differences in the
slope between the derived (geometric approximation) and
measured (vM1212 detector repeat linear fit) FWHMs are
likely to be due to the numerous approximations and would
need full Monte Carlo simulation with an accurate model of
the geometry and scatter conditions.

3.C. Peak and Valley Measurements

By fitting Gaussians to each of the peaks in both the
vM1212 detector and EBT3 film profiles, the Peak-to-Valley
Dose Ratio (PVDR) can be estimated and compared to results
reported in the literature (Fig. 15). The values calculated for the
PVDR were comparable to what one might expect for this
microbeam collimator when comparing to previous measure-
ments in a similar collimator by Bartzsch et al. (where
15.5 � 1.5 was measured at 10 mm depth),39 especially when
considering the significantly larger SSD of this investigation.

The PVDRs obtained using the Epson Expression 10000XL
for the 25 and 50 µm slit widths were found to be significantly
larger than both predicted by literature and as reported by the
vM1212 detector and the Zeiss Axio Imager 2 measurements.
This can be attributed to a significant under response of the
Epson Expression 10000XL to the microbeam valleys, as shown
in Fig. 16. It is possible that the two film method used for optical
microscopy could be applied to compensate for this and record
a more accurate dose profile; however this was not within the
scope of the investigation.

Using the vM1212 detector it was possible to rapidly cal-
culate the PVDR for a large number of slit widths. As shown
in Fig. 9, radiation leak is present through the collimator at
slit width 0 µm from which a PVDR could be calculated.
The decrease in PVDR below 20 µm is consistent with the
increase in FWHM as observed in Fig. 13 which was attribu-
ted to an increased proportion of the radiation resulting from
scatter with decreasing slit width.

3.D. Modulation transfer measurements

The results of modulation transfer measurements are
shown in Fig. 17. It can be shown that while the spatial

FIG. 15. Comparison of PVDR for different slit widths. The PVDR measure-
ments for the 25 and 50 µm slit width Epson Expression 10000XL are omit-
ted.

FIG. 16. 25 µm slit width valley profile comparison.
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resolution of the vM1212 detector is better than the Epson
Expression 10000XL scanner, the Zeiss Axio Imager 2
microscope is superior to both.

4. DISCUSSION

In comparison to dedicated facilities such as the European
Synchrotron Radiation Facility (ESRF), the x-ray source used
for this investigation was not optimized for microbeam radio-
therapy with the dose rate measured after the collimator to be
less than 0.05 Gy/s. This is substantially less than the dose
rate used at synchrotrons for microbeam radiotherapy (often
exceeding 100 Gy/s).40 The microbeam FWHMs delivered in
this investigation are significantly larger than the 25 µm wide
beams capable at the ESRF and as such, further research of
the vM1212 detector under such beam conditions is required.
The mean energy of this investigation (approximately 95 keV

as calculated by the x-ray emission spectra calculation soft-
ware SpekCalc41–43) was comparable to that of dedicated
synchrotrons,44,45 however undoubtedly the effect of the dif-
ferent spectra must be considered.

A comparison of the three microbeam detection methods
evaluated in this work can be seen in Table II. Whilst the
vM1212 detector has demonstrated the feasibility of a CMOS
sensor for microbeams measurement in this investigation, sig-
nificant deviations to established dosimetry methods were
observed and further studies comparing to Monte Carlo simu-
lations for relative dosimetry are still necessary. The Zeiss
Axio Imager 2 remains a suitable readout method for com-
missioning and situations where maximum precision is
required however, this method is relatively young and vali-
dated protocols and workflows need to be established to
allow wider uptake for this method among microbeam com-
munity. The use of the Epson Expression 10000XL for
microbeam measurements is not recommended due to the
(relatively) poor spatial resolution.

The vM1212 detector does not possess the spatial resolu-
tion necessary for accurate microbeam dosimetry with its rel-
atively large 50 µm pixels, compared to other quality
assurance mechanisms discussed previously (such as the
PTW microdiamond) with ~1 µm resolution. In addition,
well established characteristics of other detection methods
necessary for routine quality assurance such as dose rate and
beam quality dependence have not been taken into account.
The vM1212 detector operates using a "rolling shutter" frame
acquisition method which does not present an issue for static
or slow moving microbeam sources such as the type used in
this investigation but may not be ideal for fast scanned
microbeam spots. Additionally the maximum full field
refresh rate of 34 fps may cause temporal blurring, however
this effect could be minimized by binning pixels together or
recording only a smaller region of interest. This refresh rate
is still considerably lower than that of commercial radiother-
apy electrometers (such as the Unidos webline with 1 kHz
sampling rate46). Whilst the dose delivered to the films
scanned by the Epson Expression 10000XL is relatively low
(average peak dose of >1 Gy) for EBT3 film standards, it
must be noted that the vM1212 detector is capable of

FIG. 17. Comparison of MTF for different measurement techniques.

TABLE II. Comparison of the different microbeam detection methods evaluated in this work.

Microbeam detection method

vM1212 detector Zeiss Axio Imager 2 (+ EBT3 film) Epson Expression 10000XL (+ EBT3 film)

Advantages Real time measurement and analysisShort
exposure is sufficient to obtain accurate profile
information

Highest spatial resolutionNo dose
rate dependence49

Lower costEstablished clinical workflowNo dose
rate dependence49

Disadvantages Limited life expectancy due to cumulative
radiation damageSpatial resolution limited by
50 µm pixel pitch

24 hours self-developmentComplex
and time consuming analysis process

24 hours self-developmentPoorest spatial
resolution ad hence limited suitability for
microbeam applications

Higher price Necessity to establish procedures and
workflow for wider uptake of this
method

Software licensing costs
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obtaining similar or better quality images in less than 2 mGy
per frame, highlighting its potential for real-time microbeam
verification.

Looking forward, CMOS sensors resistant to ionizing
radiation have been developed for other harsh radiation envi-
ronments (such as space), achieving pixel pitches of less than
10 µm47,48 in size. The use of such sensors in the future could
obtain real-time microbeam profile information surpassing
even that of the Zeiss Axio Imager 2, however making these
sensors large enough to cover the same field of view as the
vM1212 detector could become prohibitively expensive due
the number of pixels required and sensor yield losses.

5. CONCLUSION

Microbeam radiotherapy is a rapidly developing method
of cancer treatment with significant therapeutic improve-
ments over conventional radiotherapy.50,51 The dosimetric
challenges associated with the high dose gradients in
microbeam radiotherapy prevent the use of well-established
dosimetry equipment used in radiotherapy and (to date), all
novel techniques for monitoring microbeams have only
obtained one dimensional profile information; limiting their
clinical viability.

In this study, we have demonstrated the capacity of the two
dimensional vM1212 pixelated detector to discriminate indi-
vidual microbeams peaks with FWHM between 130 and
190 µm. The high dynamic range of the vM1212 detector
allows the signal detection of both the high dose peaks and the
low dose valleys (of microbeams with less than 20 PVDR) to
be measured in real-time, which provides a significant advan-
tage over EBT3 films requiring at least 24 hr post-irradiation
processing. Observed peak-to-valley dose ratios and peak to
peak separations measured by the vM1212 detector were com-
parable those obtained using the optical microscopy method
employing Zeiss Axio Imager 2 microscope. The use of pixe-
lated sensors for in-vivo beam monitoring in conventional
radiotherapy beams is already being researched by multiple
groups52,53 and as the technology behind the sensors matures,
it is anticipated that future CMOS detectors will have all of the
required characteristics for microbeam dosimetry.
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A B S T R A C T
Microbeam radiotherapy is a novel type of radiotherapy in which narrow beams of radiation (typically lessthan 500 μm) are spatially fractionated, delivering a non-uniform distribution to the target tumour volume. Dueto the very high dose gradients and very small beams involved, new dosimetric techniques are required fortranslation into clinical practise. Current real-time beam monitoring is typically performed using 1 dimensionalsilicon strip detectors or wire chambers, with 2D beam information measured offline using radiochromic film(requiring a minimum of 24 h to self-develop).Using an Xstrahl SARRP X-ray irradiation device with a bespoke microbeam collimator at the TechnicalUniversity of Munich, Germany, the newly developed vM1212 detector was exposed to a variety of microbeams(220 kV, nominal slit widths 0–100 μm) for evaluation of in vivo real time verification.The performance of the detector was assessed by changing the collimator slit width (and thus microbeamFWHM) mid-irradiation. Microbeam FWHMs of 130–190 μm could be measured in this manner in additionto temporally monitoring other basic parameters such as the radiation intensity. More advanced parameterscould be calculated as the tungsten slits within the microbeam collimator opened and closed such as the rateof change of FWHM; the peak–valley-dose-ratio (PVDR); and the sub-pixel movement of each microbeam peak.This work demonstrates the potential of radiation hard CMOS sensors in radiotherapy for in vivo real-timemonitoring of X-ray microbeams FWHM, intensity and position.

1. Introduction
Microbeam radiotherapy (MRT) is a novel type of external radiationtreatment, in which the radiation field is spatially fractionated intonarrow beams (typically less than 100 μm), delivering a non-uniformdistribution to the target tumour volume [1]. Preclinical studies haveindicated that despite the fact that not all the tumour cells receive alethal dose, MRT produces greater efficacy for tumour control thantraditional uniform radiation fields (with the same level of normaltissue sparing) [2], an effect attributed to preferential tumour vasculardamage [3] and radiation-induced bystander and abscopal effects [4].Together, these outcomes suggest that MRT could be used to treatradio-resistant tumours that are currently incurable [5]. Due to the

∗ Corresponding author at: School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom.E-mail address: sam.flynn@npl.co.uk (S. Flynn).

very high dose gradients and small beams involved, new dosimetrictechniques are required for translation into clinical practise.Currently, dosimetric measurements of MRT are typically performedusing very small volume ionisation chambers, solid state detectors,or radiochromic film; however these are unsuitable for real-time in-situ dosimetry (with radiochromic films requiring a minimum of 24 hto self-develop). One dimensional silicon strip detectors have beenused with success [6], however they cannot provide 2D profiles of theradiation field and will be sensitive to angular misalignment.An annotated diagram of a few of the microbeam parameters isshown in Fig. 1, where the full width at half maximum (FWHM) andpeak to peak separation are labelled. The commonly quoted parameterpeak-to-valley-dose-ratio (PVDR) is calculated as a ratio of the peak
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Fig. 1. Annotated diagram of microbeam profile features.

dose and the valley dose. It has been shown in preclinical studiesthat varying each of these parameters impacts the treatment outcomeand a large amount of research is still ongoing to optimise theseparameters [7–10].The suitability of large format CMOS (complementary metal–oxide–semiconductor) sensors for microbeam dosimetry was first evaluatedby Flynn et al. [11], where small field’s 2D dose distributions acquiredwith the vM1212 detector (based on the LASSENA pixel design [12])were compared to EBT3 radiochromic film (scanned with two detectionmethods). Whilst agreement was found between the two methods,the investigation was limited in scope to microbeams of fixed widthaveraged over several minutes of exposure, due to the dose levelsrequired with the radiochromic film.In this investigation we evaluated and analysed individual framesacquired by the vM1212 detector for X-ray microbeams with static andchanging FWHM to determine the potential suitability for in vivo orin-situ monitoring of microbeam deliveries with large format CMOSdetectors.
2. Method

A vM1212 detector, a large format CMOS sensor with 50 μm pixelpitch and approximately 6 x 6 cm2 active area, was placed in a SmallAnimal Radiation Research Platform (SARRP) installed at the TechnicalUniversity of Munich. A custom designed Tungsten X-ray microbeamcollimator with fifty-one 100 μm wide slits [13], based on the designby Bartzsch et al. [14], was installed within the X-ray cabinet andwas used to shape the microbeams. The collimator consisted of threelayers of tungsten, with the middle layer connected to two piezoelectricactuators, which were controlled via software. By aligning the middlelayer, nominal slit widths of 0-100 μm were achievable.The detector was placed at a distance of 29 cm from the X-raysource, and 6.8 cm below the microbeam collimator. 1 cm of waterequivalent bolus was placed on top of the vM1212 detector and usedas build-up material to imitate build-up tissue conditions in animalpreclinical irradiations.The response of the vM1212 detector was calibrated within theSARRP (with an open field, chamber at SSD (Source Surface Distance)33 cm, 2 cm depth in water and 5 cm backscatter material) against aPTW 30012 ionisation chamber, which was traceable to the NationalPhysical Laboratory primary standard for medium energy X-rays. Aconsistent integration time of 28 ms was selected on the vM1212

Fig. 2. Calibration curve of the vM1212 detector. Uncertainties shown are one standarddeviation.

detector. For the investigation, the SARRP fine focus was selected, andthe sensor was irradiated with 220 kV X-rays at the maximum beamcurrent of 2.9 mA. The penetration quality of the beam defined by thehalf value layer (HVL) was measured to be 0.68 mm Cu. HVL representsthe thickness of a material (in mm) that attenuates the intensity of thebeam by 50%.Temperature, pressure and relative humidity were recordedthroughout the investigation to check for consistency but no additionalcorrections to the vM1212 detector were made. Due to the limitationsof the low-performance laptop running the software to acquire theimages from the detector, a maximum of 140 frames could be takenconsecutively representing approximately 4 s of data.Evaluation of the detector’s performance was achieved by changingthe nominal width of the microbeam slits. Using the bespoke softwareto control the actuators, the nominal slit width was changed from 0 to
100 μm as fast as it was able to. A measurement of the average dose ratefor a variety of nominal slit widths was carried out (with 140 frames).Microbeam parameters for each of the peaks were fitted with a Pythonscript using the SciPy module [15], assuming each peak was a perfectGaussian with an offset. Associated uncertainties were calculated bycomparing calculated parameters for the fitted microbeam peaks, withpeaks rejected if the FWHM was determined to be greater than a non-physically possible 300 μm width. In addition to stationary beams,the vM1212 detector was set to record while the nominal slit widthdynamically changed.
3. Results

The calibration curve of the vM1212 detector is shown in Fig. 2, af-ter subtraction of a dark current. Although the response of the vM1212detector was found to be linear within the dose rate range used, a thirdorder polynomial was applied to the signal from the vM1212 detector.It was found that the vM1212 detector was able to obtain the fullmicrobeam profile with an adequate level of discrimination betweenthe low dose ‘‘valleys’’ and the high ‘‘peaks’’ regions for a single frameacquisition of static beams (Fig. 3). As reported by Flynn et al. [11].the produced microbeams were found to be larger than the nominalslit width, attributed to the finite size of the X-ray source (400 μm).The central three peaks for the different nominal slit widths are shownin Fig. 4, where the centre of each peak is observed to move in thepositive x direction as the nominal slit width decreases.
2
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Fig. 3. Comparison of microbeam nominal slit widths acquired in single frames by the vM1212 detector.

Fig. 4. Comparison of the central microbeam peaks acquired in single frames by the vM1212 detector.
As shown in Fig. 5, by using the calibrated response of the vM1212detector, it was found that the mean dose rate (averaged within the

±15 mm region shown on Fig. 3 for all of the 140 frames obtained ateach nominal slit width) did not vary linearly with nominal slit width.This is likely due to complex scattering effects within the collimator.The coefficient of variation (defined as the standard deviation dividedby the mean) rapidly increased for decreasing nominal slit width,indicating a larger variation between frames. As the X-ray source hasnot changed, this increase in variability in the intensity is likely due tophoton shot noise.Fig. 6 shows the variation of the investigated parameters during therecorded time while the nominal slit width was dynamically increased.The mean FWHM, as expected, was found to linearly increase, with adecrease in the FWHM standard deviation at larger nominal slit widths.The PVDR remained approximately constant as the nominal slitwidth increased, with a smaller standard deviation for larger nomi-nal slit widths. In Flynn et al. [11] it was observed that the PVDRmeasured by the vM1212 detector for static measurements remainedapproximately constant between 25 and 100 μm, decreasing from ap-proximately 14 at 25 μm to 4 at 0 μm. Due to the limited amount ofdata acquired for a moving slit, dynamic slit widths below 15 μm werenot able to be observed.The peak to peak separation was observed to be approximately con-stant above 30 μm, before which point the mean value and its standarddeviation increased. As the physical separation of the microbeam slitsdid not change (only their widths), this increase in calculated peak to
Fig. 5. Average dose rate and coefficient of variation (standard deviation/mean) ofthe microbeam field for various nominal slit widths.
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Fig. 6. Calculated parameters of the X-ray microbeam field as the nominal slit width increased (one standard deviation shown).
peak separation at low nominal slit widths is likely to be a consequenceof the low intensity signal that was being recorded by the vM1212detector.
4. Discussion

As shown in Fig. 6 the uncertainty of all calculated parametersincreases with decreasing nominal slit width, limiting potential pre-clinical impact of the vM1212 detector where slit widths of 25–50 μmare common. It is likely that photon shot noise contributes a significantsource of uncertainty for low intensity signals. For in vivo monitoringthis could be minimised by performing a moving average on severalframes.It is possible that the integration time of the detector could be au-tomatically increased to compensate for poor signal, but this is beyondthe scope of this investigation. In addition, it is possible that othermethods for determining these parameters may be more suitable suchan auto-correlation function or fast-Fourier transform to determine thepeak to peak separation, rather than relying heavily on fitted Gaussianprofiles. The peak fitting function could also be improved, with morepeaks that are not physically possible being rejected. This would likelyhave an effect of reducing the size of the standard deviations shown inFig. 6.Due to the limits of the electronic controller of the piezoelec-tric actuators that determine the nominal slit width, rapidly changingbetween several prescribed FWHMs for evaluation with the vM1212detector was not possible. This is however, an area of interest for futureresearch, as real-time verification of microbeam radiotherapy could bedeveloped into a treatment control package.
5. Conclusion

The results of this work demonstrate the feasibility of CMOS sensorsfor in-situ verification of microbeam X-ray irradiations. The vM1212detector allowed for real time determination of beam position andshape which could be built into a future microbeam treatment planning

system. Further research is still required to develop future CMOSsensors with radiation tolerance in excess of 20 Mrad, higher framerate for faster in vivo monitoring, smaller pixel pitch for greater spatialresolution, and with larger dynamic range to enable measurements oflarger peak to valley dose ratio microbeams.
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