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ABSTRACT

Cross-section measurements for the production of a Z boson in association with
one or two photons are performed using proton-proton collisions at a centre-of-
mass energy of 13 TeV. The data used correspond to an integrated luminosity of
139 fb−1 recorded by the ATLAS experiment. The measurements are performed
using the leptonic decay channels of the Z, and in a phase space region where
the dominant photon production is from the incoming proton constituents, rather
than off the leptons from the Z decay. The integrated fiducial cross-sections are
measured to a precision of 3% and 12% for Zγ and Zγγ respectively, making these
the most precise measurements of these processes to date. The cross-sections are
also measured differentially and are compared to predictions from state-of-the-art
theoretical calculations and Monte Carlo generators.
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What we see before us is just one tiny part of the world. We get into the habit of
thinking, this is the world, but that’s not true at all. The real world is in a much

darker and deeper place than this, and most of it is occupied by jellyfish and things.

- Haruki Murakami, The Wind-Up Bird Chronicle
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Introduction

Particle physics has long been at the forefront of humanity’s quest into understand-

ing the nature of the universe. The experiments conducted in this field are contin-

ually pushing the exploration of smaller length scales and higher energy scales. At

these scales, the particles being investigated are considered to be fundamental, and

the interactions between them are the simplest manifestation of the forces that drive

everything we observe in the macroscopic universe (with the exception of gravity).

The Standard Model (SM) of particle physics describes the properties and interac-

tions of all known fundamental particles and is arguably the most rigorously tested

scientific theory of all time.

Over the last century, predictions of the SM have been confirmed by a multitude of

experiments, not only in terms of describing the interactions of particles but also by

predicting new particles before they are able to be observed. Despite this there are

still unexplained inconsistencies, such as dark matter, baryon-antibaryon asymmetry

and the aforementioned gravity problem, which show that the SM is not a complete

theory. Because of this, the field is as active as ever as the SM is tested to higher

levels of precision and searches are performed for new physics signals.

1
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One category of particle physics experiments is known as collider experiments, which

consists of accelerators and detectors. Two beams of particles, travelling in opposite

directions, are accelerated to a desired energy by the accelerators. The two beams are

then brought together at specific points where the particles in each beam collide with

each other. The detectors are placed around the collision points in order to measure

any particles produced in the collisions. The colliders are described in terms of their

centre-of-mass energy (
√
s) which corresponds to the maximum energy available in

each collision. The higher the value of
√
s the more energy is available to produce

more or heavier particles.

In 2008, the most recent hadronic collider experiment began operation and it con-

sists of the Large Hadron Collider (LHC) and four main detectors: ATLAS, CMS,

LHCb and ALICE. The LHC accelerates two beams of hadrons, typically protons,

and collides them within the four detectors. At the time of writing the LHC has

operated at
√
s = 13 TeV which is an order of magnitude higher than any pre-

vious collider. Due to advancements in detector technology, the LHC is also able

to operate at a much higher rate than any previous collider, which allows much

larger datasets to be collected by the experiments. The larger dataset facilitates

some of the most precise tests of processes predicted by the SM as the regime is

entered where statistical uncertainties become subdominant to the systematic un-

certainties related to the experiment itself. The higher rates also allow for much

rarer processes to be measured for the first time as the dataset is now large enough

to contain processes with extremely low production rates. The higher energy po-

tentially allows for contributions from new physics processes to be produced, which

have been inaccessible at previous lower-energy colliders.

The measurements of electroweak processes at the LHC provide excellent tests of the

SM. Such processes are reasonably well understood from a theoretical perspective

but may provide interesting insights due to their intrinsic connection to non-Abelian

couplings, electroweak symmetry breaking and the Higgs. Such measurements can

be used to test state-of-the-art SM predictions and also used to constrain new physics

models. Additionally, a good understanding of these processes is necessary when
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searching for rarer or forbidden processes which would leave the same signal in the

detector.

In this thesis, the measurements of two electroweak processes are explored, the first

being the production of a Z boson and a photon (pp → Zγ + X) and the second,

the production of a Z boson and two photons (pp→ Zγγ+X). Both measurements

are made using proton-proton collisions at
√
s = 13 TeV with the ATLAS detector.

An overview of the SM and an introduction to the theory that describes these two

processes, is presented in Chapter 1 along with a discussion of previous experimental

results. The ATLAS detector is described in Chapter 2 and the author’s contribution

to the operation of one of its subdetectors is detailed in Chapter 3. The details and

techniques common to both measurements are given in Chapter 4. The methods

used to perform the measurements of pp → Zγ + X and pp → Zγγ + X, and the

results, are described in Chapters 5 and 6 respectively.



CHAPTER 1

Theoretical Overview and Status of Experimental Results

1.1 The Standard Model

The following sections (1.1 and 1.2) provide an overview of the Standard Model,

with an emphasis on the areas most relevant to the processes studied in this thesis.

A more complete description can be found in Reference [1].

Fundamental particles are distinguished by their observable properties, e.g. mass,

and quantum numbers. A quantum number is a discrete value that describes a

property of a particle, an example of which is spin, which is a measure of intrinsic

angular momentum. Spin divides the complete set of SM particles into fermions

which have half-integer spin values and bosons which have integer spin values, in

units of Planck’s constant ~. The fermions listed in Table 1.1 are further divided

into quarks, which have fractional values of electric charge, and leptons which have

integer values, in units of the elementary charge e. The quarks come in three families

4
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of increasing mass: up/down, charm/strange and top/bottom. The leptons also

have three families of increasing mass with each family consisting of an ‘electron-

like’ particle with charge of −1 and an associated uncharged neutrino. All fermions

have antiparticle partners which have quantum numbers of the same magnitude, but

for some, the sign is inverted with respect to the original particle. For example, the

positively-charged positron is the antiparticle of the electron.

Fermion EM Charge [e] Mass [GeV]

u, d +2/3, −1/3 2.16+0.49
−0.26×10−3, 4.67+0.48

−0.17×10−3

c, s +2/3, −1/3 1.27±0.02, 9.3+1.1
−0.5×10−2

t, b +2/3, −1/3 172.9±0.4, 4.18+0.03
−0.02

e, νe −1, 0 5.109989461±0.000000031×10−4, < 1.1×10−9

µ, νµ −1, 0 1.056583745±0.000000024×10−1, < 1.1×10−9

τ , ντ −1, 0 1.77686±0.00012, < 1.1×10−9

Table 1.1: A summary of the charge and mass of all the Standard Model fermions.
Values taken from Reference [2].

There are five types of fundamental boson particles in the SM; they are listed along

with their basic properties in Table 1.2. The bosons are able to couple to other

particles if they possess a certain type of property. The photon (γ) is a massless

particle that propagates the electromagnetic (EM) interaction by coupling to par-

ticles with electric charge. A simple example of an electromagnetic interaction is

bremsstrahlung radiation where a decelerating electron emits a photon: e → eγ.

The strength of an interaction is parameterised by a coupling parameter, which is

an important factor when calculating the rate at which a particular process occurs.

The coupling strength of the EM interaction is given by the fine structure constant,

α.

The W± and Z bosons have mass and propagate the weak interaction. The weak

interaction is responsible for radioactive β decay, for example the decay of a neutron

to a proton: n→ peν̄e. The weak bosons couple to particles that carry weak isospin

or hypercharge (introduced later in Section 1.2.2), which includes all fermions and

the weak bosons themselves. The weak interaction coupling strength is denoted as

αW .
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The gluons are massless and exist in eight types. They are responsible for propa-

gating the strong interaction between particles that carry colour charge, which are

all quarks and the gluons themselves. Colour charge takes three values: red, green

or blue, and antiparticles carry analogous anticolour charges: antired, antigreen or

antiblue. The strong force keeps quarks bound in colourless combinations called

hadrons. The first type of hadron is a combination of a quark and an antiquark,

named a meson. Combinations of three quarks are called baryons, examples of

which are the proton and neutron. Hadrons must be colourless (colour singlets),

which means that mesons are formed of a colour-anticolour pair of quarks, and

baryons are made of three quarks with different colours. The strong interaction

coupling strength is denoted as αs.

The final boson in the SM is the Higgs boson which does not propagate a force but

arises from electroweak symmetry breaking and in doing so provides the mechanism

that gives rise to particle mass terms. The Higgs couples to all particles which have

mass, and the stronger the coupling, the greater the mass. This is described in more

detail in Section 1.2.3, where it is seen that the Higgs couplings to massive vector

bosons arise naturally. Higgs couplings to massive fermions are added by hand and

are referred to as Yukawa couplings.

Boson EM Charge [e] Mass [GeV] Spin [~] Coupling

γ 0 0 1 Electromagnetic (α)

Z0 0 91.1876±0.0021 1 Weak (αW )

W± ±1 80.379±0.012 1 Weak (αW )

g 0 0 1 Strong (αs)

H 0 125.25±0.17 0 Vector boson/Yukawa (v)

Table 1.2: A summary of the basic properties of all the Standard Model bosons.
Values taken from Reference [2].
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1.2 Quantum field theory (QFT)

The mathematical framework behind the SM relies on treating particles as excita-

tions of fields. The interactions between particle fields are also described by fields

themselves. A key concept for understanding the interactions described by the SM is

Noether’s theorem, which states that “For every continuous symmetry of a system,

there exists a corresponding conserved quantity”. This applies to classical systems

as we observe that invariance with respect to translational, temporal and rotational

transformations correspond to the conservation of momentum, energy and angular

momentum respectively. By investigating symmetries of fields under certain trans-

formations, the conserved quantities and nature of the different interactions in the

SM can be derived.

1.2.1 Quantum electrodynamics (QED)

A simple example of a QFT is the investigation of fermion fields, represented by

ψ, under U(1) gauge transformations. The U(1) symmetry group corresponds to a

complete set of rotations which take the form eiρ(x) where ρ(x) is the phase of the

rotation and x is any point in space-time. The fermion fields therefore transform as:

ψ → eiρ(x)ψ. (1.1)

The transformation can vary at any point in space-time, and hence this is a local

gauge transformation. Here it is appropriate to introduce the Lagrangian formalism.

The Lagrangian of a system is the difference between its kinetic and potential energy,

and the equations of motion for the system can be calculated from it using the Euler-

Lagrange equations. In QFT, the Lagrangian density (L) is used, from which the

Lagrangian can be calculated by integrating over all space. The Lagrangian density

can be split into different terms which describe different aspects of the kinematics,
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e.g.

L = Lkinetic + Lmass + Linteraction. (1.2)

The Lagrangian for a fermion is described by the Dirac form

L = ψ̄(iγµ∂µ −m)ψ, (1.3)

where γµ are the set of matrices which account for fermion spin. This simply de-

scribes a freely propagating fermion as it only contains kinetic (ψ̄γµ∂µψ) and mass

(mψ̄ψ) terms. However, this Lagrangian is not invariant under local gauge trans-

formations due to the derivative of the locally-dependent phase ρ(x). To force

invariance it is necessary to modify the derivative to

∂µ → ∂µ − iαAµ. (1.4)

This introduces a vector field Aµ. The additional term which arises in the Lagrangian

due to this modification describes the interaction between the fermion fields and this

vector field, which has an associated coupling strength α. The vector field is also

required to transform, in order to ensure gauge invariance, as:

Aµ → Aµ +
1

α
∂µρ(x). (1.5)

An additional gauge invariant term for the propagation of the vector field is also

added to the Lagrangian using the field strength tensor Fµν . The form of this

field strength tensor, the vector field, and its conserved current, is analogous to

that of electrodynamics. In this context, the vector field can be interpreted as a

photon and hence the conserved quantity in this gauge theory can be attributed to

electric charge. This is therefore an example of how forcing local gauge invariance

introduces a gauge field (Aµ) which represents an interaction (electromagnetic) that

has an associated conserved quantity (electric charge).

It is useful to represent these interactions between fermions and photons using Feyn-

man notation, which serves as a visual representation of the interaction and also as
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(a) (b)

Figure 1.1: Examples of QED interaction vertices.

a mathematical tool used to calculate the probability for a particular interaction to

occur. Examples of the QED vertices are given in Figure 1.1, where the annihilation

of two fermions into a photon and the radiation of a photon off a fermion can be

seen. Both of these interactions have the same QED coupling strength of α.

1.2.2 Electroweak physics

Electroweak (EW) theory is described by invariance under SU(2)L⊗U(1)Y trans-

formations. The combination of the two groups manifests itself physically as the

unification of the electromagnetic and weak forces. The index L indicates that the

SU(2) sector of this interaction couples only to left-handed chiral fermions. The Y

index refers to weak hypercharge, which is related to the electric charge (Q) in QED

by the relationship Q = Tz + Y
2

, where Tz is the third component of weak isospin,

which is the conserved quantity in weak interactions.

Requiring local gauge invariance with respect to SU(2)L⊗U(1)Y transformations

produces a complete theory of electroweak physics, except it predicts massless gauge

bosons which is not what is seen in nature. In order for the gauge bosons to have

mass, the electroweak symmetry must be broken. To demonstrate this, a doublet of

complex scalar fields (φ) is considered under a local SU(2)L⊗U(1)Y transformation.

The doublet has the form

φ =

φ1 + iφ2

φ3 + iφ4

 . (1.6)
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The Lagrangian of these fields is given by

L = (∂µφ)†(∂µφ)− µ2φ†φ− λ(φ†φ)2, (1.7)

where † represents the Hermitian adjoint. Analogous to the QED case, the derivative

has to be modified in order to maintain gauge invariance:

∂µ → Dµ = ∂µ + ig
τa
2
W a
µ + i

g′

2
Bµ, (1.8)

where g and g′ are respectively the weak isospin and weak hypercharge couplings.

This introduces three vector gauge fields W a
µ (a = 1, 2, 3) corresponding to the

weak interaction and Bµ which corresponds to the electromagnetic interaction. The

generators of the SU(2) group are the Pauli spin matrices (τa) which do not com-

mute, making this a non-Abelian interaction. Similarly to the QED case, the fields

themselves are also required to transform to ensure gauge invariance. The resulting

Lagrangian is as follows:

L = (Dµφ)†(Dµφ)− V (φ)− 1

4
W a
µνW

µν
a −

1

4
BµνB

µν , (1.9)

V (φ) = µ2φ†φ+ λ(φ†φ)2. (1.10)

Analogous to the QED case, the field strength tensors W a
µν and Bµν are introduced

for the weak isospin and weak hypercharge fields, respectively. The Lagrangian

contains bosonic self-interaction terms for the fields (contained within W a
µνW

µν
a ,

which represent the transformed weak gauge fields) due to the non-Abelian nature

of the SU(2) group. Examples of the weak interaction vertices predicted by the

theory are shown in Figure 1.2. However, the EW Lagrangian does not contain

mass terms for the weak bosons which is not what is seen experimentally.
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(a) (b) (c) (d)

Figure 1.2: Examples of EW interaction vertices. (a) and (b) are examples of the
interaction of fermions with weak gauge bosons. (c) and (d) are examples of the
triple and quartic weak boson self-interactions.

1.2.3 Electroweak symmetry breaking

To see how the mass terms arise the form of the potential V (φ) is considered. In

the case where µ2 > 0, the potential has a trivial minimum at φ†φ = 0. However,

the more interesting case where µ2 < 0, results in a series of minima satisfied by

φ†φ = −µ2

2λ
. This means that one can arbitrarily choose any combination of φi which

satisfies the minimum requirement, and hence the symmetry is broken as the form

of the potential varies depending on which minimum is chosen. A simple solution

is to set one of the fields to v =
√
−µ2/λ, and set the rest of the fields to zero.

Expanding about this minimum, the solution for the field is

φ0 =
1√
2

0

v

 (1.11)

Substituting this solution into the Lagrangian gives rise to mass terms:

(vg
2

)2

W+
µ W

−µ +
v2

8
(g2 + g′2)ZµZ

µ + 0(g2 + g′2)AµA
µ. (1.12)

This correctly predicts three massive mediators of the weak interaction and one

massless mediator of the electromagnetic interaction. The physical bosons are de-
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scribed by a combination of the original SU(2)L⊗U(1)Y gauge fields:

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ), mW =
vg

2
, (1.13)

Zµ = cos(θW )W 3
µ − sin(θW )Bµ, mZ =

mW

cos(θW )
, (1.14)

Aµ = sin(θW )W 3
µ + cos(θW )Bµ, mA = 0, (1.15)

where θW is the weak mixing angle, defined as tan(θW ) = g′/g. This demonstrates

the mixing of the electromagnetic and weak neutral currents.

The non-zero scalar field is known as the Higgs field. Hence it is through interactions

with this field that the gauge bosons acquire their mass. The three remaining scalar

fields are known as Goldstone bosons which are absorbed by the weak bosons and

provide the extra degree of freedom needed for their mass terms. The Higgs field

also couples to fermions via Yukawa couplings which are proportional to the mass of

the fermion. The discovery of a massive scalar boson, consistent with the SM Higgs

boson, was announced by the ATLAS and CMS Collaborations in 2012 [3, 4].

1.2.4 Quantum chromodynamics

The strong interaction is described by quantum chromodynamics (QCD), which is

responsible for the couplings between quarks and gluons. The theoretical description

comes from requiring local gauge invariance under SU(3) transformations which take

the form

qj → eiρa(x)λa
2 qj, (1.16)

where qj are the quark fields, j is the index for colour charge and λa are the eight

matrices which are the generators of the SU(3) group. These generators do not

commute with each other, making this a non-Abelian transformation, i.e.

[λa, λb] = 2ifabcλc 6= 0 (if a 6= b), (1.17)
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where fabc are the structure constants of SU(3). Transformations of this form do not

leave the Lagrangian for the quark fields unchanged, therefore the derivative must

transform as

∂µ → ∂µ + iαs
λa
2
Ga
µ. (1.18)

There are eight gluon fields Ga
µ, introduced due to the more complex form of the

generators λa, which couple to quarks with strength αs. The gluon fields are also

required to transform to maintain invariance:

Ga
µ → Ga

µ −
1

αs
∂µρa − fabcρbGc

µ. (1.19)

The fully expanded QCD Lagrangian contains cubic and quartic terms in Ga
µ which

describe self interactions between gluons. The QCD interaction vertices are sum-

marised in Figure 1.3.

The QCD coupling, αs, varies with the energy scale of the interaction, which is

referred to as a running coupling. Colour charged particles constantly emit and

absorb virtual qq̄ pairs and gluons. The self interaction of these gluons results in

the effective coupling strength, at short distance scales or high energy scales, being

reduced due to an anti-screening effect.

Strong interactions are well understood within the context of perturbation theory,

which starts with the simplest manifestation of a particular process, with the mini-

mum allowed number of QCD vertices, known as leading order (LO). If perturbation

theory holds then higher-order corrections to this process, involving more vertices,

get progressively smaller. At high energy scales, such as those at the LHC, αs � 1

which means that perturbation theory is valid. At low energy scales, this assump-

tion does not hold and QCD is non-perturbative. The coupling strength is a free

parameter in the SM, so the value at various scales is extracted from measurements

of sensitive variables [5] or through analytical methods such as Lattice QCD [6].
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(a) (b) (c)

Figure 1.3: Examples of QCD interaction vertices.

1.3 Proton-proton collisions

Due to the fact that protons are composite particles, modelling the collision dynam-

ics for proton-proton interactions is much more complicated than, for example, in an

e+e− collider where the incident particles are fundamental and point-like. Protons

are made up of partons which constitute valence quarks: two up and one down, as

well as a sea of gluons and virtual qq̄ pairs. The cross-section for the production of

a certain set of final-state particles, X, from the collision of two protons can be fac-

torised into an integral over the individual partonic cross-sections for the production

of the same final state, and parton density distributions. The partonic production

cross-sections make up the perturbative hard scattering part of the interaction and

can hence be expanded in orders of αs:

σq1q2→X(µR) = σ0 + αs(µR)σ1 + α2
s(µR)σ2 + ... , (1.20)

where qi are partons and the expansion is shown up to next-to-next-to-leading order

(NNLO, σ2) in αs. The value of αs in the cross-section is affected by divergences

at low energy scales due to the running of the coupling discussed in the previous

section. To remove these divergences the coupling is redefined at some understood

energy scale µR, called the renormalisation scale [7]. The value of the cross-section

obtained from a calculation is hence dependent on the choice of µR.

The partonic cross-sections are weighted by parton distribution functions (PDFs)
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which describe the fraction of the proton energy that a particular parton carries.

The length scales of the individual protons are large enough for QCD to be non-

perturbative, therefore the PDFs cannot be calculated directly. Instead, the PDFs

are inferred by fits to experimental data, an example of which is described in Ref-

erence [8]. The PDFs are measured at some energy scale (µ0), then extrapolated

to the desired scale (µF ), using the perturbative DGLAP equations [9, 10, 11]. µF

is the factorisation scale which separates the non-perturbative regime used for the

PDFs, and the perturbative regime of the partonic cross-sections.

The cross-section for the production of the final state X from two protons (p1, p2)

colliding is therefore given by

dσp1p2→X =

∫
dx1dx2

∑
q1,q2

fq1(x1, µF )fq2(x2, µF )dσq1q2→X(x1x2s, µF , µR), (1.21)

where xi is the momentum fraction of parton qi in proton pi, and fqi(xi, Q
2) is the

PDF at some energy scale Q2.

1.4 Standard Model predictions

Using the theoretical input of the SM, processes can be simulated using a number of

techniques. These simulations are used by particle physics experiments in order to

interpret the measurements performed. The following section covers two techniques

used to predict the cross-sections and distributions of particle physics processes:

Monte Carlo simulations and fixed-order calculations.

1.4.1 Monte Carlo simulations

Monte Carlo (MC) simulation programs are used to generate events which reflect

those that are observed in data. The following section outlines the different stages

of the generation. A comprehensive overview of MC simulations can be found in
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Reference [12].

The first part of the simulation consists of the hard scatter, where the incoming

partons are described by the PDFs and the kinematics of the outgoing products are

determined by the quantum mechanical matrix element (ME) of the desired process,

at a particular order of QCD. Random values of the outgoing particle’s momenta

are drawn according to the matrix element. When a large enough number of events

is produced, the result is an integration over the available incoming energy and the

outgoing parton’s momenta.

The next stage of the process is referred to as the parton shower (PS) which simu-

lates the propagation of the partons in the interaction. The partons are subject to

QCD showering from gluon radiation and splitting as well as the production of qq̄

pairs. QED radiation is also included within the PS modelling. The propagation is

performed according to a Markov chain algorithm [12], which handles the stepwise

probability of a parton to undergo an emission. These emissions increase the number

of outgoing particles and hence spread out the available energy and momentum in

the interaction. Eventually, the regime is reached where perturbation theory breaks

down and the partons can no longer be treated as free particles.

The interplay of the ME and PS becomes complicated when considering higher-

order predictions. For example, a next-to-leading order (NLO) ME for a process

may include a gluon radiated from an initial-state quark. However, this may lead

to double counting, as such processes are also included in the PS. In order to avoid

any overlap, MEs are calculated separately for each desired final-state parton mul-

tiplicity. Additionally, a momentum scale is set to clearly define which partons are

handled by the ME (hard) and which by the PS (soft).

As the non-perturbative regime is reached, the quarks and gluons hadronise to

form particles which may decay further or which may be stable enough to go on

to interact with the detector. Different models which describe the hadronisation

process exist [13, 14] and are based on the observed properties of QCD.
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As well as the hard scatter, there are other interactions which occur in proton-

proton collisions that must also be simulated in order to provide a fair comparison

to data. These softer processes arise from the interactions of other partons within

the protons or the protons themselves, and are referred to as the underlying event.

At the LHC, the protons are collided in bunches which leads to approximately 30

proton-proton interactions in each bunch crossing on average. Each MC event is

overlaid with multiple minimally biased events, i.e. events which best represent the

majority of the proton-proton collisions. The MC is then reweighted such that the

distribution of the average number of interactions per bunch crossing matches that

of the data.

The simulation-level (truth-level) objects are subject to further selection require-

ments which define a common phase space for comparison to other predictions or

with unfolded data (described in Section 4.4.1). The events can be histogrammed

to provide distributions for any variables of interest. Also, MC predictions are able

to provide a direct comparison to data by passing each event through a detector

simulation and reconstruction. This allows the tuning of parameters such as detec-

tor response, reconstruction resolutions and selection efficiencies between data and

simulation. The ATLAS detector is simulated using the GEANT4 [15] program.

The MC generators used to produce the samples in the analyses detailed in this

thesis, at the matrix element level, are Sherpa [16], MadGraph [17] and Powheg [18].

The most precise and commonly available ME accuracy for MC generators is next-to-

leading order in QCD. The matrix element level particles are interfaced to a parton

shower program. These programs simulate the underlying event, parton shower and

hadronisation stages, and are provided by Sherpa [19] and PYTHIA [20].

1.4.2 Fixed-order calculations

The second type of predictions that can be used to compare with measurements are

direct calculations of cross-sections at a fixed order of QCD. These predictions differ
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significantly from MC programs as they provide cross-section calculations only as

opposed to being event generators. The calculations are performed at the parton

level which avoids the complications related to the PS and hadronisation mentioned

above. However, additional corrections are needed to extrapolate to a common

phase space for comparison to data. Instead of using the available computing power

to generate events, it is instead utilised to perform the calculations at as high an

order as possible, which is typically NNLO in QCD for most processes. Although

more accurate than MC generators, the fixed order calculations are still subject to

uncertainties originating from the choice of PDF, energy scales and αs.

Two programs are used which have the capability to perform calculations of the

cross-sections of the processes studied in this thesis: MATRIX [21] and MCFM [22].

1.4.3 Electroweak corrections

The state-of-the-art predictions now typically also include NLO EW corrections.

The interplay of these corrections with the QCD corrections is ambiguous due to

the existence of a finite number of terms in the cross-section expansion. Currently,

there are two treatments. The first includes the corrections additively to the NLO

QCD cross section:

σNLOQCD+EW = σLO + δσNLOQCD + δσNLOEW = σNLOQCD + δσNLOEW . (1.22)

In the second method, the corrections are applied multiplicatively:

σNLOQCD×EW = σLO

(
1 +

δσNLOQCD

σLO

)(
1 +

δσNLOEW

σLO

)
= σNLOQCD

(
1 +

δσNLOEW

σLO

)
. (1.23)

In practice the difference between the two calculations is small, although the multi-

plicative corrections tend to be slightly larger due to the fact that σNLOQCD/σ
LO > 1.

The difference between the two provides an estimate of mixed QCD-EW corrections

(e.g. O(αsαEW )). The calculation of NLO EW corrections for Zγ production is
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described in Reference [23].

1.5 Multiboson processes

Figure 1.4 shows results from some of the cross-section measurements performed

by the ATLAS Collaboration. As can be seen from the right-hand side of this plot,

generally, the more particles in the process being studied, the lower the cross-section.

This is due to the additional vertices in the interaction which reduce the amplitude.

The cross-section is also dependent on the coupling between the particles which

are produced and the initial-state partons, which is typically smaller for higher

mass particles, with the exception of the Higgs. Additionally, the cross-section is

dependent on the phase space in which the measurements are made. Processes with

extremely low cross-sections, such as the production of three gauge bosons, are just

becoming available to measure for the first time, thanks to the high energy and vast

luminosity provided by the LHC.

The production of multiple bosons from pp collisions is of interest for multiple rea-

sons. Firstly, there is the connection with the non-Abelian triple and quartic gauge

boson couplings predicted by the SM (e.g. Figure 1.2(c) and 1.2(d)). Measure-

ments of multi-boson processes can also be used to constrain new physics which

may manifest itself as anomalous couplings between gauge bosons. These couplings

are separated into anomalous triple gauge couplings (aTGCs) and anomalous quartic

gauge couplings (aQGCs), depending on the number of interacting bosons. These

anomalous couplings can be searched for in a general way using an effective field

theory (EFT) framework [25]. An EFT assumes the current understanding of the

SM is a low-energy approximation of a higher dimensional theory, the effects of

which become present at an energy scale Λ. The higher dimensional theory may

contain additional operators which violate the conservation laws of the SM in its

current understanding. These operators are suppressed by the new physics scale, Λ,

so their effects may not necessarily be seen at current collider energies.
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Figure 1.4: Summary of cross-section measurements made by the ATLAS experi-
ment [24].
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Precise measurements of multi-boson processes can also be used to test state-of-

the-art predictions which include higher order corrections. By measuring these pro-

cesses differentially we can test these calculations further in regions of phase space

where the corrections are large. Finally, multi-boson processes contribute irreducible

backgrounds to rare and new physics searches so it is important that they are well

understood for this reason also.

The two multi-boson processes studied in this thesis are the production of Zγ and

Zγγ. The Zγ process is only sensitive to one SM-allowed EW coupling at first order

which is the quartic WWZγ vertex (Figure 1.5(c)). For the Zγγ process, no SM

EW vertices are allowed at first order, as a charged boson is needed to couple to

the photons, but to include one would violate charge conservation. Both processes

can be used to search for anomalous couplings, which may include more vertices e.g.

ZZγ or ZZγγ.

In both analyses, the leptonic decay channels Z → ee and Z → µµ are consid-

ered despite their lower branching fractions (∼3% each), compared to the Z → qq

(∼70%) or Z → νν (∼20%) channels. The leptonic channels benefit from the high

efficiency and resolution of the reconstruction of electrons and muons, and also from

lower backgrounds. For resonant Z production, the dilepton invariant mass (m``) is

peaked around the Z mass of 91 GeV. There is also an indistinguishable background

contribution from virtual photons γ∗ → `` which is dominant at the lower end of

the m`` spectrum.

1.6 Zγ production

1.6.1 Zγ phenomenology

The process pp → ``γ + X, where X is any additional object(s) in the event, pro-

ceeds at LO via the two qq̄ initiated diagrams shown in Figures 1.5(a) and (b). In
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Figure 1.5(a) the production of the photon is referred to as initial state radiation

(ISR), where the photon is radiated off an initial-state quark. In contrast, in Fig-

ure 1.5(b) the photon is radiated off a final-state lepton and is referred to as final

state radiation (FSR). These two production mechanisms produce indistinguishable

signals as they consist of the same final state (``γ). However, FSR production is

kinematically similar to single Z production with QED radiation from a lepton,

which makes it less interesting to study as a diboson process. Figure 1.6 shows the

dilepton invariant mass (m``) as a function of the three-body invariant mass (m``γ)

for µµγ events in data. The two populations correspond to the ISR (m`` ∼ mZ) and

FSR (m``γ ∼ mZ) production of ``γ. The FSR events can be removed experimen-

tally by requiring m`` + m``γ > 2mZ [26], because for FSR events m`` < mZ and

m``γ ∼ mZ . The cut is represented by the red dashed line in Figure 1.6, where it is

seen that it distinguishes well between the two populations.

(a) (b)

(c)

Figure 1.5: (a) ISR production of ``γ. (b) FSR production of ``γ. (c) EW vector
boson scattering production of Zγ.

Also shown in Figure 1.5(c) is an example of pure electroweak production of Zγ in
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Figure 1.6: The dilepton invariant mass versus the three-body invariant mass for
µµγ events in data [26]. The ISR population is centred around 91 GeV in mµµ,
and the FSR population is centred around 91 GeV in mµµγ. The red dashed line
corresponds to the function mµµ +mµµγ = 2mZ .

association with two jets. This specific diagram represents vector boson scattering

(VBS) which is directly sensitive to the WWZγ quartic coupling. It is not expected

that the Zγ + X analysis presented in this thesis will be particularly sensitive to

this process as it is dominated by QCD production processes (e.g. Figure 1.5(a)).

Stand-alone analyses exist which attempt to measure the purely EW production of

Zγ in isolation [27, 28, 29].

1.6.2 Zγ predictions

Three MC generator predictions for the Zγ process are considered. As the ISR

and FSR production are theoretically indistinguishable, inclusive ``γ events are

generated, and the FSR events are removed using the selection criteria defined above.
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The first prediction is generated with Sherpa version 2.2.4 [16] at LO with up to

three additional partons in the final state. A second is generated with Sherpa 2.2.8

at NLO with up to one additional parton at NLO accuracy and up to three with

LO accuracy. The major difference between the two predictions from Sherpa is due

to the different accuracy, the differences due to the different software versions are

minor. Both the predictions from Sherpa use the NNPDF3.0 NNLO PDF set [30]

and are merged with the Sherpa parton shower [19]. The final prediction is produced

with MadGraph5 [17] at NLO with up to one additional parton in the final state.

This generator uses the NNPDF3.0 NLO PDF set and is merged to PYTHIA8 [20]

for parton shower and hadronisation.

Fixed-order calculations of the Zγ cross-section are provided by MATRIX [21].

The integrated cross-section and differential cross-sections, are calculated accord-

ing to a set of requirements which define a fiducial phase space (see Section 4.4).

These parton-level predictions are provided at NLO and NNLO in QCD and use the

CT14nnlo PDF set [31]. NLO EW corrections [23, 32, 33] are also included for the

integrated cross-section and some of the differential cross-section predictions.

The contribution from the electroweak production of Zγ (e.g. Figure 1.5(c)) is not

included in the MC predictions or fixed-order calculations for Zγ. Instead, it is

modelled separately by MadGraph [17] and added to all the available predictions.

The size of the EW contribution compared to the total predicted cross-section is

about 1% but it has a more significant contribution in the high-pT regions of phase

space.

1.6.3 Previous Zγ measurements

Zγ production has been extensively studied with experiments at the LEP [34, 35, 36]

and Tevatron [37, 38, 39] colliders.

In the LHC era, both the ATLAS and CMS experiments have published measure-

ments. The ATLAS measurements at centre-of-mass energies of both 7 TeV [40]
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Figure 1.7: The measured differential cross-sections of inclusive ``γ production at
a centre-of-mass energy of 8 TeV as a function of (a) the photon transverse energy
and (b) the invariant mass of the three-body system [41]. The data are compared
to predictions from the Sherpa MC generator [42] and fixed-order calculations from
MCFM [43] and at NNLO [44].

and 8 TeV [41] presented differential cross-sections and set limits on anomalous

triple gauge couplings. The couplings were constrained using both the ``γ and ννγ

channels; the latter is more sensitive to aTGCs due to its higher branching frac-

tion. In the latter of these two papers, the integrated ``γ +X fiducial cross-section

was measured to a precision of 6%. The uncertainty was dominated by systematic

effects, with the largest coming from the background estimation. The differential

cross-sections were reported as a function of the transverse energy of the photon

and the invariant mass of the three-body system, as seen in Figure 1.7.

Similar measurements have been made with the CMS experiment at centre-of-mass

energies of 7 TeV [45, 46] and 8 TeV [47]. In the latter of these papers, the integrated

``γ + X cross-section was measured to a precision of 6%, which was dominated by

systematic uncertainty, and limits were set on anomalous gauge boson couplings.

All of the previous measurements discussed here studied the inclusive ``γ final state,

i.e. the measurements included both the ISR and FSR production of ``γ. This can be
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seen clearly in them``γ distribution in Figure 1.7(b), where there are two components

to the overall spectra. Whilst these measurements include a contribution from Zγ

diboson production, the analysis presented in this thesis is the first measurement of

the Z(→ ``)γ process in isolation. Such measurements are more easily interpretable

as there is only one process contributing. It also provides higher sensitivity to

anomalous couplings as the production of the photon is directly connected to the

hard scale of the interaction.

The EW production of Zγ in association with two forward jets has also been searched

for with the ATLAS [27] and CMS [28] detectors at
√
s = 13 TeV. The process has

recently been observed with the CMS experiment [29].

1.7 Zγγ production

1.7.1 Zγγ phenomenology

The process pp→ ``γγ +X can proceed via a number of diagrams. A qq̄ initiated,

fully ISR, process is shown in Figure 1.8(a), and two processes involving FSR photon

production are shown in Figures 1.8(b) and (c). In order to isolate the triboson

production of Zγγ, the FSR contributions can be removed in a similar fashion to

the Zγ case by requiring m`` + min(m``γ1 ,m``γ2) > 2mZ . The subscript γ1 refers to

the higher pT (leading) photon and γ2 refers to the lower pT (subleading) photon.

This selection is discussed in more detail in Section 6.1.

1.7.2 Zγγ predictions

Two MC generator predictions for ``γγ production are provided by Sherpa [16].

The first is at NLO accuracy with Sherpa version 2.2.10. No additional partons are

included in the final state at NLO accuracy, but up to two additional partons are

included at LO accuracy. The second is produced with version 2.2.4 at LO accuracy
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(a)

(b) (c)

Figure 1.8: (a) Pure ISR production of ``γγ. (b) Mixed ISR and FSR production
of ``γγ. (c) Pure FSR production of ``γγ.

with up to two additional partons in the final state. Similarly to Zγ, the main

difference between the two predictions from Sherpa arises due to the accuracy of the

matrix element. Both predictions use the NNPDF3.0 NNLO PDF set [30] and are

merged to the Sherpa parton shower [19].

1.7.3 Previous Zγγ measurements

The Zγγ process was first studied at a centre-of-mass energy of 8 TeV by the

ATLAS experiment [41]. Integrated fiducial cross-sections were reported in the

``γγ and ννγγ channels, and these measurements were consequently used to set

limits on anomalous quartic couplings. The integrated ``γγ + X cross-section was

measured to a precision of 16%, where the uncertainty was statistically dominated.

Detector-level distributions for the diphoton and four-body invariant masses, in the

muon channel, are shown in Figure 1.9. Only 37 µµγγ events are selected in data
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Figure 1.9: The detector-level distribution of the (a) diphoton and (b) four-body in-
variant masses for Z(→ µµ)γγ production from proton-proton collisions at a centre-
of-mass energy of 8 TeV, compared to predicted signal plus background distribu-
tions [41].

for these distributions but the predictions provide a reasonable description, within

uncertainty.

The CMS experiment performed similar ``γγ measurements at 8 TeV [48]. The CMS

experiment has also measured ``γγ production at 13 TeV [49]. These measurements

consisted of integrated fiducial cross-section measurements and limits on anomalous

quartic couplings. The integrated ``γγ+X cross-section was measured to a precision

of 16%.

Similarly to the Zγ case, the previous measurements of ``γγ were performed in a

phase space which included the ISR and FSR production of photons. The analysis

presented in this thesis is the first measurement in proton-proton collisions of the

triboson production of Z(→ ``)γγ in isolation, which has the same benefits as

mentioned for the Zγ measurements.



CHAPTER 2

The Large Hadron Collider and the ATLAS Detector

2.1 The Large Hadron Collider

The LHC[50] is located at the European Organization for Nuclear Research (CERN)

near Geneva, Switzerland. The 27 km circumference accelerator is capable of ac-

celerating and colliding two beams of protons (or heavy ions) travelling in opposite

directions. The source for the protons is hydrogen gas that is passed through a

strong electric field which removes the electrons from the hydrogen atoms. The pro-

tons are then accelerated in a series of smaller accelerators, gradually increasing in

energy before they are injected into the LHC. The layout of this series of accelerators

can be seen in Figure 2.1.

The two beams of protons are guided along a roughly circular trajectory by helium-

cooled superconducting dipole magnets which produce a magnetic field of 8.3 T.

The beam is focussed at various points around the ring by quadrupole magnets.

29
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Figure 2.1: An overview of the CERN accelerator complex [51].
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The acceleration is provided by superconducting radio-frequency cavities which al-

low each beam to be accelerated to a design energy of 7 TeV, resulting in a total

available centre-of-mass energy (
√
s) of 14 TeV. For proton-proton collisions, each

beam consists of up to 2808 bunches of ∼1011 protons which are separated by 25 ns.

The two beams are brought together at four points on the LHC ring where detectors

are situated to measure the particles which come from the resultant collisions. The

instantaneous luminosity (L) of the collisions is given in units of cm−2s−1 and is

defined as:

L =
N2
pnbfrγ

4πεnβ∗
F, (2.1)

where Np is the number of protons per bunch, nb is the number of bunches per beam,

fr is the frequency of the beams, γ is the relativistic factor, εn and β∗ describe

the beam optics and F accounts for the crossing angle of the two beams. The

instantaneous luminosity relates the rate (Γ) of a particular process to its cross-

section (σ), Γ = Lσ. The LHC has a design luminosity of 1.0 × 1034 cm−2s−1.

Integrating the instantaneous luminosity over a particular time period, gives the

integrated luminosity which is a measure of the total amount of collisions (or data)

available and is quoted in units of inverse cross-section (e.g. inverse femtobarns,

fb−1). Due to the large number of protons in each bunch, multiple pp collisions

occur during each bunch-crossing. This effect is quantified using the average number

of interactions per bunch-crossing which is referred to as pile-up, 〈µ〉, and gives a

measure of how populated the detector environment is.

The schedule for the LHC consists of running periods separated by technical shut-

downs when extensive maintenance and upgrade work can be performed. Run-1 of

the LHC was conducted over a period of three years between 2010-2012 where the

operation was well below the design configuration, most notably the centre-of-mass

energy was only 7-8 TeV and the peak instantaneous luminosity 7.7×1033 cm−2s−1.

The total integrated luminosity recorded by the ATLAS detector during Run-1 was

approximately 36 fb−1. During the first technical shutdown, the LHC magnets were

upgraded to cope with a higher centre-of-mass energy and luminosity. The data

analysed in this thesis was recorded during Run-2 of the LHC which occurred be-
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tween 2015-2018 at a centre-of-mass energy of 13 TeV and during which time the

instantaneous luminosity exceeded twice the design value, as can be seen in Fig-

ure 2.2(a). The integrated luminosity delivered and measured as a function of time

is shown in Figure 2.2(b). It is seen that a total dataset of 139 fb−1 of data was

recorded for analysis during these four years by the ATLAS detector. The higher

luminosity results in much harsher pile-up conditions, shown in Figure 2.3.

Run-3 of the LHC will begin in 2022 and last until 2024. During this time, it is

anticipated that the LHC will operate at a slightly higher centre-of-mass energy of

13.6 TeV and a dataset of similar size to that of Run-2 will be collected. After this

time, there will be a two and a half year shutdown where major upgrade work will

take place in preparation for the high-luminosity LHC [52] (HL-LHC). The HL-LHC

is expected to run at up to 10 times the instantaneous luminosity of the LHC. Over

its eight year operation period, the HL-LHC is expected to deliver an integrated

luminosity of 3000 fb−1 to the ATLAS detector.
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Figure 2.2: (a) The peak instantaneous luminosity per LHC fill during 2018 opera-
tion. (b) The cumulative integrated luminosity, delivered by the LHC and recorded
by ATLAS, over the course of LHC Run-2. Both figures are taken from Refer-
ence [53].
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Figure 2.3: The average number of interactions per bunch crossing recorded by the
ATLAS detector for each year of LHC Run-2 [53].

2.2 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector [54] (Figure 2.4) is a multi-

purpose detector which is approximately uniform in azimuthal angle. Positions

inside the detector are described by a right-handed coordinate system where the

z-axis points along the beam line, the x-axis towards the centre of the LHC ring

and the y-axis upwards. The point in the centre of the detector where the beams

collide is referred to as the interaction point (IP), which also defines the origin

of the coordinate system. The half of the detector in the forward z direction is

known as the A-side, and the backward half is the C-side. In the transverse plane

cylindrical coordinates (r, φ) are used to reflect the symmetry of the detector. To

describe the angle made with the z-axis, the pseudorapidity, η = −ln(tan(θ/2)), is

preferred over the polar angle (θ) as differences in this observable (∆η) are Lorentz

invariant with respect to boosts along the beam axis. This is useful because, as
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protons are composite particles, each parton-parton collision system has a different

momentum component along the beam line. By considering the pseudorapidity, the

collision products can be fairly compared regardless of the longitudinal boost. For

the same reason, when considering the momentum of a particle within the ATLAS

detector volume, only the component perpendicular to the z-axis is considered: the

transverse momentum; pT =
√
p2
x + p2

y. Similarly, the transverse energy is also used:

ET =
√
m2 + p2

T , where m is the rest mass of the particle. Angular separations

between two points within the detector volume are described by the quantity ∆R =√
∆η2 + ∆φ2.

Moving radially outward from the IP, the first subsystem of the detector is the inner

detector (ID) which measures the trajectories of charged particles and provides infor-

mation on particle identification. The ID sits inside a thin superconducting solenoid

magnet which bends the paths of charged particles and hence provides momentum

measurements and charge identification. Outside the solenoid is the calorimeter

system which provides energy measurements of both neutral and charged particles

(excluding muons and neutrinos). Finally, the outermost subsystem is the muon

spectrometer (MS) which provides triggering and tracking information on muons,

which typically pass through the calorimeter system. The MS is interweaved in a

toroidal air-core magnet system which provides the bending of the muon trajectories,

which is needed to make momentum measurements. Each of the three subsystems

is arranged in cylindrically concentric barrel layers which sit around the beam axis,

and endcap layers which sit in the r-φ plane, the combination of which provides

approximately 4π solid angular coverage. Each of the subsystems is described in

greater detail in the following sections.

2.2.1 Inner detector

The inner detector [55] contains three sub-detectors that sit in a 2 T magnetic

field which is provided by the superconducting solenoid magnet. A cross-section of

the inner detector can be seen in Figure 2.5. As a charged particle traverses the
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Figure 2.4: An overview of the ATLAS detector [54].

inner detector it leaves hits in each layer of the sensitive regions which can then be

associated together to form tracks. The radial arc of this track can then be used to

determine the momentum of the particle and the direction of the bend is used to

deduce the sign of its charge. The tracks are also extrapolated back to the beam

line to determine the point of origin of reconstructed particles. Overall, the inner

detector provides a pseudorapidity coverage of |η| < 2.5.

2.2.1.1 Pixel detector

The pixel detector covers the radii 33.25-122.5 mm and operates by detecting the

charge which is generated by a charged particle moving through a silicon sensor. The

charged particle produces electron-hole pairs which then flow due to a bias voltage

which is applied to the sensor. The pixel detector sensors are typically 50×400 µm

in size and are arranged in modules which contain about 4.6×104 individual pixels.

A total of 80.4 million readout channels are spread across 2024 modules which are

arranged in four barrel layers and three endcap disks on either side. The innermost
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Figure 2.5: A cross-section of the ATLAS inner detector [56].

barrel layer is referred to as the insertable B-layer (IBL) [57] which sits at a radius

of 33 mm away from the beam axis. The IBL was added to the ATLAS detector

between Run-1 and Run-2 to improve the impact parameter resolution needed for re-

constructing secondary vertices produced by decaying particles. The signal recorded

by the pixel detector is the time over threshold and is read out by radiation hard

front-end chips. The intrinsic r-φ × z resolution of the IBL is 8×40 µm and it is

10×115 µm in the rest of the pixel barrel.

2.2.1.2 SemiConductor Tracker

The SemiConductor Tracker (SCT) is a silicon strip tracker which covers the radii

299-514 mm. The arrangement of the silicon sensors in strips as opposed to pixels



37 CHAPTER 2. THE LARGE HADRON COLLIDER AND THE ATLAS
DETECTOR

allows for a greater coverage at the expense of the loss of resolution in one direction.

This is the z-direction in the barrel and the r-direction in the endcaps. The strip

sensor elements are typically 6.4 cm long with a pitch of 80 µm. A total of 4088

modules are arranged in four barrel layers with the strips approximately parallel

to the beam line and nine endcap disks on each side with the strips perpendicular

to the beam line. Each module consists of two layers of back-to-back strips which

are offset by a stereo angle of 40 mrad which markedly improves the resolution in

the z-direction in the barrel and in the r-direction in the endcaps. The readout

principle of the SCT is binary, meaning a hit is registered if the collected charge

exceeds a threshold which is typically set to 1 fC. A charged particle traversing the

SCT typically registers hits in eight layers. The SCT provides a r-φ resolution of

17 µm and has 6.3 million readout channels. The operation of the SCT is described

in more detail in Section 3.

2.2.1.3 Transition Radiation Tracker

The final layer of the inner detector is the transition radiation tracker (TRT) which

covers the radii 554-1082 mm. It consists of an array of 4 mm diameter straw tubes

which are filled with a gas mixture, and contain a gold-plated tungsten wire which

runs through the centre. Polymer fibres fill the space between the straws, which

act as transition material. As a charged particle traverses a boundary it emits

transition radiation photons, proportional to γ = E/m. These photons ionise the

gas mixture, and the drift of the electrons and ions is then detected as a signal on

the wire. The gas mixture contains xenon (or argon) which acts as the absorber of

the transition radiation, and O2 and CO2 which improve the latency by increasing

the drift velocity. As the transition radiation is higher for lower mass particles, the

TRT provides useful information for the identification of electrons.

The tubes are arranged in two barrel segments with the tubes parallel to the beam

line and two endcaps with the tubes perpendicular, providing a total coverage of

|η| < 2. The r-φ resolution of 130 µm is a lot lower compared to the silicon systems,
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primarily driven by the larger element size (4 mm), but this is compensated by the

larger number of hits per track which is typically 36.

2.2.2 Calorimeter system

The ATLAS calorimeter system (Figure 2.6) is made up of an inner electromagnetic

(EM) calorimeter surrounded by a hadronic calorimeter, both of which are sampling

calorimeters that consist of alternating layers of passive and active materials. Par-

ticles traversing the calorimeters interact with the passive material causing them

to shower, and this energy is measured in the active layers. In the EM calorime-

ter the passive material stimulates electrons to emit bremsstrahlung radiation, or

photons to pair-produce, which initiates a shower. A hadron typically encounters 2

hadronic interaction lengths of material by the end of the EM calorimeter, which is

not sufficient to stop the particle and measure its total energy. Therefore a different

passive material, and more of it, is used in the hadronic calorimeter which causes

the production of showers via strong interactions. A significant proportion of the

energy of a hadronic shower is deposited in the EM calorimeter due to the presence

of photons from light meson decays and electrons from weak decays of hadrons. A

particle will deposit its energy in multiple neighbouring cells, so the cells need to

be algorithmically combined into clusters in order to reconstruct the total energy

of the particle. The calorimeter allows for the detection of neutral particles that

do not interact with the tracking system and the shapes of the clusters are used in

particle identification.

2.2.2.1 Electromagnetic calorimeter

The EM calorimeter [58] uses lead as the passive material and liquid argon (LAr)

as the active material. It is made up of a barrel section which provides coverage of

|η| < 1.475 and endcaps either side which cover 1.375 < |η| < 3.2. The sampling

layers are arranged in an accordion geometry, as shown in Figure 2.7, which negates
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Figure 2.6: A cut-away view of the ATLAS calorimeter system [54].

the need for azimuthal gaps and so provides a uniform coverage in φ. Each segment

is split into three layers, the first of which is a very fine granularity strip layer that

has cells of size 0.0031×0.0982 in η × φ and provides coverage up to |η| = 2.4.

These narrow cells are primarily used to distinguish between prompt photons and

photons from light meson decays (e.g. π0 → γγ), the latter producing two close-by

peaks which would be measured as one in the main bulk of the calorimeter. The

second layer has a coarser cell size of 0.025×0.0245, and the third layer 0.05×0.025.

The third layer is used to correct for leakage into the hadronic calorimeter. Before

the strip layer there is a presampling (PS) layer which is used to estimate the

energy lost by particles before the calorimeter. The total longitudinal length of

the EM calorimeter is 22 radiation lengths, which is sufficient to provide complete

measurements of the energies of photons and electrons.
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Figure 2.7: Sketch of an EM calorimeter barrel module. The sections highlighted in
pink represent one cell of each layer [59].

2.2.2.2 Hadronic calorimeter

The hadronic calorimeter [60] uses both LAr and tile sampling calorimeters. The

tile calorimeters are used in the barrel region, |η| < 1.0 and extended barrel region

0.8 < |η| < 1.7 and use steel as the passive material and scintillating plastic tiles as

the active material. It is also split into three layers and requires a larger cell size

compared to the EM calorimeter as a much larger volume is covered, 0.1×0.1 in the

first two layers and 0.1×0.2 in the third.

LAr calorimeters are used in the hadronic endcaps with copper used as the passive

material. The two endcaps per side provide coverage of 1.5 < |η| < 3.2. Inside these

endcaps sits the forward calorimeter (FCal) which covers the range 3.1 < |η| < 4.9.

The FCal also has LAr layers, the first of which uses copper as the passive material
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and is primarily intended for electromagnetic calorimetry and the final two use

tungsten as the passive material for hadronic calorimetry.

2.2.3 Muon Spectrometer

Muons typically pass through the ID and calorimeter systems without being stopped

so a separate system, the muon spectrometer (MS) [61], is used to measure their

trajectory after the calorimeter system. The MS consists of triggering and tracking

chambers interspersed within and around the toroidal magnet system. The layout

is shown in Figure 2.8. The magnet system consists of a barrel toroid (|η| < 1.4)

and two endcap toroids (1.6 < |η| < 2.7) which produce a toroidal magnetic field

that bends the paths of muons, allowing momentum measurements to be made.

Most of the coverage for the tracking system is provided by monitored drift tubes

(MDT) which have an operation principle similar to that of the TRT and provide a

resolution of 80 µm per tube. The MDTs are arranged in three barrel layers and three

endcaps which cover the full |η| < 2.7 range. In the innermost layer of the endcap

(2.0 < |η| < 2.7), the MDTs are replaced by cathode strip chambers (CSC). The

CSCs provide higher granularity position measurements and better timing resolution

which assist with higher muon rates in this region. The CSCs consist of anode wires

suspended between two cathode plates, one of which is segmented in the direction

parallel to the wires and one of which is perpendicular. The signal is read out from

the cathode plates meaning that both η and φ coordinates are measured. The CSCs

have a resolution of 60 µm in the η direction and 5 mm in the φ direction.

The first of the trigger chambers consists of the resistive plate chambers (RPC)

which cover the barrel region, |η| < 1.05. The RPCs are made of two resistive

plates separated by a gap of 2 mm which is filled with a gas mixture. As with the

CSCs, the readout strips on each plate are perpendicular to each other, allowing

for an η and φ measurement. In the endcaps, thin gap chambers (TGC) are used

which operate in a similar way to the CSCs but with a faster readout suitable for

triggering. The TGCs also provide φ coordinate measurements which complement
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the position measurements made in the endcaps by the MDTs. The muon triggering

systems provide signals in a time range of 15-25 ns meaning that the muons can be

matched to the correct bunch-crossing.

The reconstruction of muon tracks relies on the combination of measurements from

both the tracking and triggering chambers, which are grouped together in pairs in

each layer such that each trigger chamber corresponds to a certain set of tracking

channels. The tracking chambers provide a well resolved coordinate of the track in

the bending plane. This is then combined with the hit in the corresponding trigger

chamber, which is taken as the coordinate in the non-bending plane. This operation

principle relies on the assumption that there is not more than one muon per trigger

chamber per event, the probability of which has been determined from simulation

to be 0.0015% and so is negligible [54].

Figure 2.8: A cross-section of the ATLAS muon spectrometer [54].
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2.2.4 Luminosity measurement

Knowing the delivered integrated luminosity precisely is essential for most physics

analyses. For example, the measured cross-section of a process is calculated from

the number of events divided by the luminosity σ = N/L, so large uncertainties in

the luminosity reduce the precision of such measurements. The primary luminosity

measurement in ATLAS is provided by the LUCID detector [62], which uses two

stations located at 17 m either side of the interaction point. These stations consist

of an array of Cherenkov tubes which detect protons that have been inelastically

scattered, from which the relative luminosity can be calculated. The LUCID detector

is calibrated using van der Meer scans, where the separation of the beams is varied

independently in the x and y directions. These scans allow the beam size to be

determined, which can then be used to calculate the instantaneous luminosity. The

full description of the luminosity measurement can be found in Reference [63].

A set of data quality (DQ) criteria is defined which requires all of the subsystems to

be functioning properly so that the data is suitable for physics analysis. This is why

the total Run-2 luminosity used is lower than what was recorded by the ATLAS

detector, as can be seen in Figure 2.2(b).

2.2.5 Data acquisition and trigger

The information from the ATLAS detector subsystems is read out by the data

acquisition (DAQ) system [64]. Due to the extremely high LHC bunch crossing rate

of 40 MHz, it is impossible to record every event. Therefore, a trigger system is used

to quickly choose which events to save and to disregard non-interesting events. The

trigger system has two levels, the Level-1 (L1) which is a hardware trigger and the

high level trigger (HLT) which is a software trigger.

The L1 trigger [65] decides within 2.5 µs whether an event is given to the HLT

or whether it is neglected. In order to do this, it searches for interesting physics



2.2. THE ATLAS DETECTOR 44

signals in the calorimeters and muon systems, which are then labelled as regions

of interest (RoI). The L1Calo trigger uses energy deposits in coarse regions called

trigger towers which are a group of calorimeter cells that cover 0.1×0.0982 in η× φ

and span both calorimeter systems. The deposits are then linked to physics objects

(electron, photon, jet etc.) based on their estimated ET values. The L1Muon system

uses the approximate position information gained from the muon trigger chambers

to quickly estimate the transverse momentum of muons. A muon is identified by

coincidences in two chambers that are roughly consistent with a particle coming

from the interaction point. The information from L1Calo and L1Muon is then

passed to the topological processor, L1Topo, which combines the given information

to compute topological variables which aid in determining the significance of an

event, for example, the invariant masses of different objects. The information from

L1Calo, L1Muon and L1Topo is sent to the central trigger processor (CTP) where

the decision is made whether to keep an event for further processing. This decision

is made based on the number of high pT objects, topological features and the total

energy measured in the event. The L1 trigger reduces the event rate to 100 kHz.

The HLT [64] performs a finer granularity reconstruction using the full precision

of the detector, including tracking information. This can be done either in the

RoIs highlighted by the L1 trigger or using the full detector. The identified physics

objects must pass a more stringent set of cuts in order for the event to be saved.

These cuts correspond to various trigger streams that look for certain objects, the

total group of which is referred to as the trigger menu. The HLT reduces the rate

down to 1 kHz which is sufficiently low for the full event information to be written

to disk. The raw detector output is then processed at the CERN Tier-0 computing

facility and is saved in a format which contains all the detector-level information.

This detector information is then processed in order to reconstruct physics objects

which are saved in a format called the analysis object data (AOD). The AOD infor-

mation can be processed further into derived analysis object data (DAOD) which

includes further reconstruction, and only keeps information necessary for studying

certain physics processes. The DAOD format is the typical input into user-level



45 CHAPTER 2. THE LARGE HADRON COLLIDER AND THE ATLAS
DETECTOR

analyses. The processing and storage of ATLAS data utilises the Worldwide LHC

Computing Grid [66] which is a network of many different computing sites across

the globe.



CHAPTER 3

SCT Calibration and Performance Monitoring

A charged particle moving through the ATLAS detector typically produces eight hits

in the SCT which are used in reconstructing the trajectory of the particle (track).

Generally, there are two categories of problem with the SCT sensors that can degrade

the reconstruction of these tracks. The first comes from sensors that register a hit

without the passage of a charged particle; this is typically caused by electronic noise.

The second is where the sensor does not register a hit when a charged particle passes

through it. The components of the SCT are expected to deteriorate over time,

particularly due to the high radiation levels which they are exposed to during data-

taking. Therefore, the monitoring of the two types of problem is crucial to ensure

optimal performance of the SCT. This was particularly important during Run-2 as

the SCT ran with occupancy and pile-up more than twice as high as it was designed

to cope with [55]. The effects of radiation damage in the SCT were measured during

Run-1 [67] and showed good agreement with the predictions. However during Run-2

the effects of the higher-than-design luminosity and pile-up resulted in significant

46
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radiation damage to the SCT sensors [68], indicating that care must be taken in

order for the SCT to perform well until the end of Run-3 (2022-2024) after which it

will be decommissioned.

During data-taking periods the detector is calibrated frequently in order to achieve

the best performance. The calibration procedure is used to tune various parameters

and to identify defective areas of the detector. As well as calibration, analysis of

the data quality recorded by the SCT during running is needed to further diagnose

problematic areas of the detector. One such analysis involves measuring the hit

efficiency of SCT sensors. Two web displays have been implemented by the author,

one which is used to monitor the SCT calibration results and one which is used to

investigate the efficiency of SCT modules.

The operation of the SCT detector is outlined in Section 4.1. The calibration pro-

cedure for the SCT is described in Section 4.2 along with an overview of the cali-

bration web display. The calculation of the SCT hit efficiency and implementation

of the Performance Analysis Tool, used for efficiency monitoring, are described in

Section 4.3.

3.1 SCT operation

The SCT comprises about 6.2 million silicon strip sensors arranged on 4088 modules,

as described in Section 2.2.1.2. Silicon can be doped with donors (acceptors) to

become n-type (p-type), meaning that free electrons (holes) are added to the lattice.

Heavily doped silicon has enough charge carriers to exhibit similar conductivity to

metals and is denoted as n+-type and p+-type. Silicon of this type is useful for

providing an ohmic contact between silicon sensors and readout electronics. The

SCT sensors are made of p-in-n silicon where p+-type strips sit on an n-type bulk as

can be seen in Figure 3.1. In the region where the two silicon types meet, the free

charge carriers combine to form a stable region that contains an electric field, called

the depletion region. Any persistent current that flows in this region is referred
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to as the leakage current. A 150 V reverse bias is applied across the sensors that

increases the size of the depletion region which constitutes the active volume of

the sensor. The voltage required to fully deplete a silicon sensor is known as the

depletion voltage (VFD). A sufficiently energetic charged particle moving through

the depletion region produces electron-hole pairs which drift due to the electric field.

Aluminium strips are placed on top of the p+-type strips which act as electrical

contacts to the front-end of the chips. The chips perform the charge collection,

amplification, discrimination and readout of the data. The chips can also inject a

known amount of charge into the readout channels in order to calibrate the response.

A block diagram displaying the components of the chips can be seen in Figure 3.2.

Figure 3.1: A schematic diagram of a p-in-n silicon strip sensor. A charged particle
(large black arrow) produces electron-hole pairs when passing through the n-type
bulk. These drift due to the electric field and are collected on the p+-type strips.
The aluminium strips provide electrical contacts to the front-end of the chips.
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Figure 3.2: The components of the SCT readout chips.

The channels use a binary readout; a hit is registered if the signal recorded by a

channel exceeds a certain threshold and this typically corresponds to 1 fC of collected

charge. The readout of the channels uses a ‘01X’ scheme, which means that if a signal

is read out from one bunch crossing, then any signal from that channel during the

next bunch crossing is rejected in order to avoid the overlap of two signals. As the

occupancy of the detector is around 1% this only has a small effect on the efficiency.

Each side of a module has 6 chips which are in turn connected to 128 channels

each, resulting in 2×6×128 = 1536 channels per module. A photograph of a barrel

module is shown in Figure 3.3, where it can be seen that the two sides of the module

are offset by a stereo angle of 40 mrad. This stereo angle enables a measurement of

tracks in the direction along the length of the strips. Each module is connected to

the readout system by two optical fibre links. The readout system consists of back

of crate (BOC) cards which connect directly to the modules, and readout drivers

(RODs) which link the BOCs to the ATLAS trigger system. The combination of one

BOC and one ROD processes data from up to 48 modules. The RODs are arranged

across eight crates, each of which contain slots for 768 RODs, but are optimised so

that a power outage of a single crate has the smallest possible effect on the coverage

of the detector.

During data-taking runs, the bias voltage applied across the SCT sensors is kept

at a low level until the LHC declares stable beams. This is so that if there are
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Figure 3.3: An SCT barrel module [69].

unexpected beam losses into the detector, the damage to the SCT sensors would

be minimised. Once stable beams are declared, the detector control system ramps

up the voltage across the sensors automatically and begins to take data. When the

experiment is not taking data, the SCT is calibrated as often as possible, typically a

few times per week. The calibration procedure is described in the following section.

3.2 Calibration

Various calibration tests are performed which probe and optimise the performance

of the silicon sensors and the detector readout. In a standard calibration sequence,

the performance of the optical links and the digital performance of the chips are first

verified, in order to establish reliable communication and readout of the modules.

After this is done, the sensors themselves can be calibrated. These calibration tests

aim to ensure that the SCT sensors maintain a high efficiency and low noise. Two
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such tests are used: the N-point gain test and the noise occupancy test. These are

described in the following sections.

The results of the calibration tests are stored in a database which is typically only

used by the SCT operations team. This is referred to as the SCT calibration

database. The results include a list of strips which have been identified as de-

fective during the calibration tests and these are known as defects. The defects are

uploaded to the central ATLAS conditions database which contains conditions data

for all sub-detectors. The ATLAS conditions database uses a COOL [70] schema

which is accessed by analysis software in order to get the run-by-run conditions data.

The SCT calibration defects are used to flag faulty SCT sensors (e.g. dead strips)

during the offline reconstruction of events.

3.2.1 N-point gain

The main feature of this calibration test is the threshold scan, where the occu-

pancy of each sensor is measured whilst varying the threshold to register a hit. The

threshold is measured in mV and corresponds to the average channel output for a

particular value of injected charge. Each sensor is injected with a certain amount

of charge multiple times for each threshold value, and the fraction of these charges

which register a hit is the measured occupancy. As the threshold is reduced, the

occupancy increases from zero until a plateau is reached. A typical example of this

distribution can be seen in Figure 3.4(a) and is described by a complementary error

function. From a fit to the data points, the threshold value at which 50% occupancy

is achieved (Vt50) and the width are extracted. The width of the distribution gives

a measure of the amount of noise in the sensor. The value of the threshold used

when the detector is running is taken from the threshold scan at 1 fC of injected

charge. This value is chosen as it is above the typical electronic noise for a sensor,

and below the typical charge deposited by a minimum-ionising particle.

For the N-point gain test, the threshold scans are repeated with N different values
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(a) (b)

Figure 3.4: (a) The mean occupancy of 6 chips as a function of threshold. (b) The
response curves of the mean 50% occupancy threshold value versus the value of the
injected charge for 12 chips. Both figures are taken from Reference [71].

of injected charge, typically ranging from 0.5 fC to 8 fC. A 10-point gain test is

performed occasionally to fully update the configuration information of the detec-

tor, whereas a 3-point gain test is used regularly to get a quick snapshot of the

performance of the detector. The value of Vt50 is measured as a function of the

injected charge from which the response of the sensor can be extracted; an example

is shown in Figure 3.4(b). The relationship between the injected charge and Vt50 is

linear at low values of injected charge but becomes non-linear at high values due

to the preamplification of the signals. From the curve, the gain of the channel is

extracted as the gradient measured at 2 fC injected charge (in the linear regime)

and the offset (y intercept). The output noise extracted from the response curve is

divided by the gain in order to estimate the input noise, typically quoted in units of

equivalent noise charge (ENC). The parameters extracted from the fit are used to

define defects, typically requiring that a parameter (occupancy, noise, gain or offset)

is above or below a certain threshold. A full list of the N-point gain defects and

their definitions can be found in Appendix A.
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3.2.2 Noise occupancy

The noise occupancy test is similar to the N-point gain test, with the exception that

no charge is injected into the chip front-ends. Therefore any hits which are recorded

are produced by noise. At high threshold values, the number of hits recorded is very

low, which means that a large number of samples are required in order to accurately

measure the occupancy. The measured noise occupancy of a channel is required to

be smaller than 0.05% at a threshold of 1 fC, otherwise a defect is assigned. The

noise occupancy test also investigates the generation of noise due to the readout

by sending two samples in quick succession. If the noise occupancy is consistently

higher in the second sample then this could be due to noise effects generated by the

first. A full list of the noise occupancy defects and their definitions can be found in

Appendix A.

3.2.3 Conditions database display

The first web display mentioned in the introduction to this chapter is used to dis-

play the SCT calibration defect information that is stored in the ATLAS conditions

database. Screenshots of the display can be seen in Figures 3.5 and 3.6. A menu

is displayed on the main page in which input parameters are defined that are used

to construct queries to be sent to the conditions database. The main input param-

eters are the type of defect to be displayed (N-point gain or noise occupancy), the

display layout and the run number. The display layout can be chosen to represent a

particular geometrical layer of the detector, either a barrel layer or an endcap disk,

or a particular ROD crate. The run number corresponds to a period of time for

which the defects returned by the query are applicable. The number of defects for

each selected module is displayed in the desired layout and is colour-coordinated so

that the modules with the most defects can be identified by eye. When clicking on

a module, the user is taken to a history page for that module, which displays all the

information on the conditions database uploads made for that module. The modules
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can also be individually searched for from the main page. A ‘worst offenders’ button

is also implemented that finds the modules that currently have the largest number

of combined defects (N-point gain and noise occupancy).

After a calibration sequence, the display can be used to quickly check that the

results have been uploaded to the ATLAS conditions database. Problematic modules

with large numbers of defects can be easily identified and investigated further to

see whether the problems are new or the module is historically problematic. The

display can also be used to search for modules with another known problem (e.g.

low efficiency) to understand whether the cause can be attributed to the defects

identified during the calibration.

3.3 SCT performance

Monitoring of the data recorded by the SCT is vital to ensure that it is good for

use in physics analysis. This monitoring is done as the detector records data (on-

line) and also through fast analysis of the reconstructed data for each run (offline).

The hit efficiency of the SCT modules is one of the parameters which is measured

during the offline analysis. The efficiency is required to be >99% to ensure that the

SCT provides enough hits for all the charged particle tracks in each event. Over

time the efficiency of SCT modules is expected to drop due to the presence of noisy

strips, which arise due to radiation damage, however the efficiency is mostly recov-

ered by performing regular calibrations as described in Section 3.2. The long-term

degradation of the hit efficiency can also be caused by radiation damage effects [67].

In 2018, a drop in the efficiency was observed in the innermost barrel layer of the

SCT which was not able to be recovered by calibration. As the inner barrel layer

receives the highest radiation dose, it was anticipated that this was due to radiation

damage effects, and this was confirmed by measuring the efficiency as a function of

the supplied voltage (HV) to the sensors. Such a measurement gives an indication

of VFD as the efficiency plateaus once the applied voltage is high enough to fully
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Figure 3.5: The menu for the SCT conditions database display.

deplete the sensors and hence maximise the active volume. The inferred VFD was

larger than was predicted by models, so the cause of the inefficiency was attributed

to the under-depletion of the sensors. The efficiency was recovered by raising the

applied voltage on the sensors from 150 V to 250 V.

As the SCT continues operation in Run-3, it is vital to continue to monitor and di-

agnose the causes of inefficiency as the radiation damage has already been shown to

be significant. The radiation damage increases the depletion voltage of the sensors,

meaning that a higher voltage has to be applied in order to maximise efficiency.

The HV has a limit of 500 V so it is important that the radiation damage effects
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Figure 3.6: An example output of the SCT conditions database display. The number
of defects is shown per module for an entire ROD crate. The horizontal direction
refers to the ROD slot number and the vertical direction refers to the ROD channel
number. The modules are colour-coordinated from blue (good) to red (bad) based
on the number of defects. A grey entry indicates an empty ROD channel and a
black entry indicates a disabled module.

are closely monitored so this limit is not reached. The implementation of the Per-

formance Analysis Tool has been established towards the end of Run-2. This tool

is designed to quickly check for modules with poor efficiency and see whether the

cause is known, for example, from noisy or defective strips, or whether it is possibly

related to radiation damage.
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3.3.1 Efficiency calculation

The efficiency of SCT sensors is measured using reconstructed tracks and is defined

to be simply the number of hits divided by the number of holes and hits. Hits

are determined from SCT clusters which are formed of contiguous hits on SCT

strips. Holes arise when a reconstructed track intersects with a sensor but no hit is

recorded. Holes that are present due to disabled modules or chips are not included

in the efficiency calculation, as their cause is well understood. The tracks used to

calculate the efficiency are selected using the cuts listed and defined in Table 3.1.

The Ntrk cut is introduced to reduce the overlap between multiple tracks in events

being considered. The pT , χ2/Ndof , |d0|, NSCT
hit , NSi

hit, N
IBL
hit and NPixel

hole cuts reduce

contamination from fake tracks. The NSi
hole cuts then ensures that there can be

a maximum of one additional hole together with possibly one that is caused by

the sensor under consideration (SUC). A particle with a trajectory that makes a

large incident angle with respect to the surface of a module typically leads to the

distribution of its signal across many channels. The φinc cut limits the cases in

which this happens, meaning that the efficiency of the SUC is really being probed.

With these tracks, the efficiency can be computed for each SCT sensor, but it is

typically quoted per module. A complete description of the calculation can be found

in Reference [68].

3.3.2 Causes of inefficiency

The calibration defects discussed in Section 3.2 are one possible cause of inefficiency

due to unreliable response from the sensors. For example, if the gain of a channel is

too low then a particle may not produce enough charge to exceed the threshold to

register a hit. The calibration defects are used to mask strips in offline reconstruction

for use in analysis, but are not masked in the efficiency calculation meaning that a

loss in efficiency can be attributed to calibration defects.

Another source of inefficiency comes from noise. Some calibration defects are at-
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Parameter Description Cut value

Ntrk Number of reconstructed tracks in event < 500
pT Transverse momentum of tracks > 1 GeV
χ2/Ndof Track fit quality < 3
|d0| Track transverse impact parameter < 10 mm
NSCT
hit Number of SCT hits, excluding SUC ≥ 6

NSi
hit Number of total silicon hits, excluding SUC ≥ 7

NSi
hole Number of total silicon holes, excluding SUC ≤ 1

NSi
hole Number of total silicon holes, including SUC ≤ 2

N IBL
hit Number of hits in the Pixel IBL or B-layer ≥ 1

NPixel
hole Number of holes in Pixel layers 0
|φinc| Incident angle between track and sensor surface < 40◦

Dcut Distance of an unassociated cluster from a reconstructed < 200 µm
track to be considered as a hit rather than a hole

Table 3.1: The track selection cuts used in the SCT sensor efficiency calculation.
SUC refers to the sensor under consideration.

tributed to noise but the identification of noisy strips is also performed on a per-run

basis. This is done by analysing SCT hits when there is a gap in the bunch structure

of the LHC beam, meaning no collisions occur (called empty bunch crossings). If the

occupancy of an SCT sensor is higher than 1.5% during the empty bunch crossings

in a run, then it is labelled as a noisy strip during that run. Noisy strips can be a

source of inefficiency due to the ‘01X’ readout of the SCT. For example, if an SCT

sensor registers a hit due to noise in one bunch crossing, then it may miss a genuine

hit in the next bunch crossing because of the veto. The noisy strip information is

also used to mask strips in offline analysis.

The loss of efficiency due to the two types of problematic strips, described above,

can be calculated. A simple correction factor can be defined for each module as

N strips
total

N strips
total −N

strips
problem

, (3.1)

where N strips
total is equal to 1536 and N strips

problem is the number of strips with a calibration

defect or labelled as noisy. However this correction factor is only a simple approxi-

mation as it provides no constraint to keep the corrected efficiency below 100%. A

more thorough method is to look at the overall trend of the modules in each layer
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of the SCT and define a global correction. This is demonstrated in Figure 3.7 for

the barrel layers of the SCT, where the measured inefficiency is plotted against the

fraction of problematic strips for each module. The inefficiency is measured in a low

〈µ〉 run in order to remove inefficiencies due to pile-up. The distribution is fitted

with a straight line which is seen to well describe the relationship as the average

data points for each barrel layer agree very well with the fit. Outliers which have

efficiency <95% or a number of problematic strips >20 have been excluded from

the fit to avoid any bias due to very problematic modules which do not reflect the

general trend. This linear trend between the fraction of problematic strips and the

inefficiency is used to calculate the corrected efficiency. This correction is calculated

separately in the barrel and endcaps as the efficiency varies due to the larger cluster

size in the barrel.
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Figure 3.7: The inefficiency versus the fraction of problematic strips for the SCT
barrel modules. The small black data points represent measurements from each
module whereas the large blue data points represent the average for each of the four
barrel layers. The red line is the fit calculated using all of the individual modules.

If the corrected efficiency of a module remains low then the source of inefficiency
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could be attributed to radiation damage effects, prompting a further investigation

into that particular module. A HV scan of that module could therefore be used to

see whether the voltage applied to the sensors needs to be increased.

3.3.3 Performance Analysis Tool

The Performance Analysis Tool (PAT) compiles the information from the offline

efficiency calculation, offline noisy strip calculation and online calibration defects

database into one central database. The calculation of the corrected efficiency is

also performed during the upload to the central database. The database can then

be queried to investigate individual modules or produce summary plots, for example

Figure 3.7.

A web display is also provided which gathers information from the database and

displays it in a readable way. A screenshot of the display is shown in Figure 3.8.

The web display is intended for regular use during data-taking periods in order

to catch inefficient modules as quickly as possible and prompt investigation into

understanding the inefficiency.
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Figure 3.8: A screenshot of the Performance Analysis Tool display. The worst
offending modules, in terms of low efficiency, are displayed for run 364292. For
some modules it is seen that the efficiency is recovered when taking into account the
problematic strips, i.e. the corrected efficiency.



CHAPTER 4

Common Analysis Methods

This chapter covers the areas of data analysis which are common between the pp→

Z(→ ``)γ + X and pp → Z(→ ``)γγ + X analyses. Commonalities include both

analyses having the same final state objects, and that both analyses perform fiducial

cross-section measurements. The full chain of how to get from the data recorded by

ATLAS to fiducial cross-section measurements will be outlined, starting with how

events are triggered in the detector. The reconstruction of electrons, muons and

photons will be described along with how these objects are calibrated and corrected

in data and simulation. An overview of the selections applied to the data will

be given along with an introduction to the backgrounds which contribute to both

processes. The methods for extracting the cross-sections from the selected data

will then be described. Finally, there is a discussion of the uncertainties which are

considered in both analyses.

62
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4.1 Triggers

In order to select ``γ(γ) events, at least one of the particles must fire a trigger so

that the event is saved to disk. Both analyses use single lepton triggers in order to

tag the Z boson. A selection of different single lepton triggers is used, and the ones

with the lowest pT threshold define the minimum pT for leptons used in the analysis.

For both channels this is 26 GeV, which is expected to be suitable as leptons coming

from Z decays typically have large pT values. However, in order to keep the rates

low enough to be able to save every event, the triggers must also include additional

identification or isolation cuts. These additional cuts can affect the trigger efficiency

at higher pT, so supplementary triggers are included which have higher pT cuts but

looser identification and isolation cuts.

Lepton triggers are preferred over photon triggers as the rates of single photon

processes are much larger, meaning that higher photon pT cuts or tighter object

identification cuts are introduced at the trigger level, which brings in complications

to the fake photon background estimations, which are described in Sections 5.2.1

and 6.2. The triggered events in data define a very loose sample, which is common

to both analyses, to which further selection requirements are applied in order to

select the photons and to emphasise the process of interest.

4.1.1 Electron trigger

The electron trigger [72] begins at L1, where coarse regions of the EM calorime-

ter are used to identify regions of interest (RoI) based on transverse energy (ET)

measurements. A sliding window algorithm scans regions of 4×4 cell trigger towers,

which correspond to 0.1×0.1 in η × φ. If the ET measurement in the core (2×2) of

the window exceeds a certain threshold (typically 22 GeV) then a RoI is identified.

To reject RoIs initiated by hadronic signatures, an isolation requirement can be im-

posed on the outer 12 trigger towers, and a cut on the leakage into the hadronic

calorimeter can also be included at L1.
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The RoIs are then passed to the HLT, which uses information from the tracking

systems and a finer granularity in the calorimeter. EM clusters are seeded from the

cell with the largest ET measurement in the second layer of the EM calorimeter, in

the RoI. A sliding window of size 3×7 (0.075×0.175 in η×φ), centred on the seed cell

and all its immediate neighbours, is used to confirm that the local maximum is found.

The largest ET value from the sliding window is then taken as the energy of the

cluster. The clusters are required to be matched to a track to within |∆η| < 0.05

and |∆φ| < 0.05. A likelihood discriminant is used to identify electrons based

on shower shapes, which is similar to the offline reconstruction described later in

Section 4.2.5.1. A track-based isolation variable can also be included at the trigger

level, which requires the sum of track pT around the electron to be less than 10% of

the electron track pT.

The efficiency of the trigger is measured using a tag-and-probe method in Z → ee

decays [73]. In this method, two electrons are required to be selected, with an

invariant mass within 15 GeV of the Z mass. One of the electrons must be matched

to the trigger object which fired the trigger (within ∆R < 0.07) and pass Tight

identification requirements (described in Section 4.2.5.1). This electron is referred

to as the tag, making the other the probe, which is used to evaluate an unbiased

estimate of the trigger selection efficiency. The single electron trigger efficiencies

are shown as a function of ET in Figure 4.1 for each year of data-taking in Run-2,

and compared to simulation. The trigger efficiency is not expected to be modelled

perfectly in simulation due to the fact that the exact run conditions cannot be

reproduced in simulation. The mismodelling is most prominent at low ET values

which are more sensitive to pile-up and resolution mismodelling effects. The ratio of

data to simulated efficiency (i.e. the lower panel of Figure 4.1) is used to define scale

factors, which are used to correct simulations involving electrons. In order to avoid

the turn-on region, where the efficiency varies rapidly as a function of pT, leading

electrons used for analysis are typically required to have pT > 30 GeV.
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Figure 4.1: The single electron trigger efficiency as measured in Z → ee decays for
each year of data-taking in Run-2 [72]. The ratio to the efficiency prediction from
simulation is shown in the bottom panel.

4.1.2 Muon trigger

At L1, the muon trigger [74] uses coincidences among the RPCs in the barrel region

and among the TGCs in the endcap regions to form RoIs. The coincidences can

be used to calculate a very coarse estimate of the muon momentum which can

be subject to various pT thresholds defined at L1. The muon RoIs outlined at

L1 are then reconstructed in the HLT using at first measurements from the MS

only, and rejected if they are not above the required pT threshold. The MS tracks

are then extrapolated and matched to tracks in the ID, allowing for an improved

reconstruction of the muon momentum. An isolation variable is constructed for the

muon, using the sum of the pT of tracks close to the muon vertex. This isolation

variable is used to reduce the trigger rate of low pT muons.

The trigger efficiency for muons is measured in data using Z → µµ decays in a
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similar tag-and-probe technique to that described for the electron trigger. The

muon trigger efficiency as a function of muon pT and |η| is shown in Figure 4.2. The

muon trigger efficiency is lower in the central region (|η| < 1.05) due to the limited

coverage of the trigger chambers in this region. The ratio of data to simulation,

shown in the lower panels of Figure 4.2, are used to define scale factors to correct

the muon trigger efficiency in simulation [74].

(a) (b)

Figure 4.2: The single muon trigger efficiency in the regions (a) |η| < 1.05 and (b)
1.05 < |η| < 2.5 as measured in Z → µµ events for separate data-taking years [74].
The ratio to the efficiency prediction from simulation is shown in the bottom panel.
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4.2 Object reconstruction

For the events selected by the trigger, the full detector information can be processed

to reconstruct the physics objects which are contained in each event. In the follow-

ing, the reconstruction of photons, electrons and muons are described, which are

used in the analyses presented in this thesis. In order to explain the reconstruction

of these objects, the lower-level objects called tracks, vertices and calorimeter clus-

ters are described first. The same reconstruction is performed on objects in data

and simulation, and corrections are applied to simulation in order to improve the

agreement between the two.

4.2.1 Tracks

The trajectories of charged particles in the ID are used in the reconstruction of

electrons, muons and converted photons. These particles register hits in the ID

sub-detectors, which are associated together to form tracks [56].

Hits on adjacent channels in the silicon trackers are grouped together to form clus-

ters. These clusters are then turned into space-points; in the pixel detector the

average position of a cluster is used, whereas in the SCT, clusters on both sides of

a module are averaged to form the space-point. Combinations of three space-points

are used to form seeds for the tracks themselves. From the three space-points, an

approximation of the track momentum and impact parameter can be calculated

and cuts are placed on these quantities along with the requirement that the seed is

compatible with at least one other space-point. A combinatorial Kalman filter [75]

is used to connect the seed to all other space-points which are compatible with its

trajectory.

The track candidates in an event are given a ranking based on the quality of the

fit, the momentum, the number of clusters and the number of holes (defined in

Section 3.3.1). Momentum is used in the ranking as low pT tracks are more likely
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to have wrongly assigned clusters. Basic selection requirements are placed on the

tracks, which can be found in Reference [56].

The remaining tracks are fully reconstructed using all the available silicon tracking

information. These tracks are then extended into the TRT system using a simple

road finding algorithm [76] to associate TRT hits to tracks. Finally, any remaining

hits in the TRT are used to build track candidates from the outside-in, in order

to recover tracks that are missed by the nominal tracking algorithms. This is par-

ticularly useful for photon conversions as the tracks from such a process are not

compatible with originating from the primary vertex.

4.2.2 Vertices

Due to the high level of pile-up at the LHC in Run-2, around 30 proton-proton inter-

actions occur during every bunch crossing. It is important to be able to reconstruct

as many of the separate vertices in an event as possible, in order to determine which

particles come from which interaction. The z position of a reconstructed track is

used to seed a vertex and it is tested for compatibility with nearby tracks. At least

one other track is required to be consistent with the seed vertex [77]. The position

of the beam spot is also used to constrain the positions of the vertices. In an event,

the primary vertex (PV) is selected as that which has the highest Σp2
T summed over

the associated tracks.

4.2.3 EM clusters

Clusters of energy deposits in the calorimeters are used in the reconstruction of

electrons and photons [78]. A cluster is seeded by any cell which has a signal that is

larger than four times the expected noise for that cell. Neighbouring cells are then

added to the cluster if they have over twice the expected noise in their respective

cells. Once the cluster growth is finished, a final layer of all neighbouring cells to
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the finished cluster is added, regardless of the energy measurement of those cells.

If two clusters overlap, then they are merged into a single cluster. Clusters are

rejected if their energy is below 400 MeV or the fraction of energy in the cluster

in the EM calorimeter is less than 50%, which helps to reject clusters from pile-

up. The adaptive nature of these clusters, compared to the fixed-size windows

used in, for example, the electron trigger, allows for the recovery of energy lost via

bremsstrahlung or photon conversions.

Clusters can then be matched to tracks to reconstruct higher-level objects. A track is

considered matched to a cluster if |∆η| < 0.05 and −0.10 < q(φtrack−φcluster) < 0.05.

The cut on the separation in φ is asymmetric as the direction of the track will not

account for any photons which are radiated after the tracking systems, and hence

will be captured by the cluster. If more than one track is matched to a cluster, the

tracks are ranked firstly on whether they have hits in the pixel detector and secondly

by their ∆R matching to the EM cluster.

4.2.4 Photons

Photons are neutral particles and do not leave any hits in the tracking systems.

Hence the simplest signature for a photon is an EM cluster with no associated track.

However, some photons convert into an e+e− pair when interacting with material

in the tracking systems. These photons can still be reconstructed as two electron

candidates of opposite sign where the two tracks form a vertex within the tracking

system. Such photons are referred to as converted photons, whereas photons which

enter the calorimeter without interacting are referred to as unconverted.

Clusters with no associated tracks are used to seed unconverted photons. Two

track-cluster pairs which form a vertex consistent with a massless particle are used

to seed converted photons. All tracks are considered, even those with only TRT hits;

however these tracks must have a high probability of being an electron based on the

transition radiation information from the TRT [79]. This requirement is based on
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having a larger number of hits in the TRT passing a higher threshold, due to the

larger amount of transition radiation emitted by electrons. Single track conversions

are also formed from tracks which have a very high probability of being an electron

but have no hits in the innermost silicon layers. This is done to recover photon

conversions where the tracks are very close together or one of the electrons is very

soft and is hence not reconstructed.

Photon candidate clusters with ET > 1.5 GeV are used to seed superclusters. Any

additional cluster falling within a 0.075×0.125 (η × φ) cell window around the seed

cluster is added to it. For converted photons, any cluster which has an associated

track with the same conversion vertex as the seed is added to it.

The energy measurements of photons are calibrated in order to correct for non-

uniform detector response and to align the measurements in data and simulation [80].

The corrections are applied to improve the scale and resolution of the energy mea-

surements. The impact of the uncertainties associated with these corrections are

considered in the final results.

4.2.4.1 Photon identification

Further requirements are placed on photon objects to separate prompt photons

from jets faking photons. The separation is based on certain shower shape variables

determined in the calorimeters. The distinction relies on the facts that prompt

photons tend to produce more collimated deposits and these deposits have a smaller

leakage into the hadronic calorimeter. The strip layer of the EM calorimeter is also

used to reject photons coming from π0 → γγ decays, as the finer granularity in

η allows the identification of two close-by energy peaks. The variables used and

their definitions are given in Table 4.1. The working points which place cuts on the

various variables are also given. The cut values used for each variable are optimised

separately for unconverted and converted photons, for different η ranges and for

different photon ET values.
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Variable Description Working points

Rhad Ratio of ET in the hadronic calorimeter to ET of the Tight, LP2, LP3, LP4,
EM cluster LP5, Loose

Rη Ratio of 3×7 to 7×7 cell energies (η × φ) Tight, LP2, LP3, LP4,
LP5, Loose

wη2 Lateral width of the shower in second calorimeter layer Tight, LP2, LP3, LP4,
LP5

wtots1 Total lateral shower width in strip calorimeter layer Tight, LP2, LP3, LP4
Eratio Ratio of energy difference between largest and second Tight, LP2, LP3

largest deposits to the sum of these energies
∆E Difference between the energy of the second maximum Tight, LP2

and the lowest energy between the first and second
maximum in the strip layer

Fside Energy outside the central three strips but within Tight
seven strips, divided by the energy within central
three strips

ws3 Lateral shower width calculated from three strips Tight
around the strip with the highest energy deposit in
strip layer

Rφ Ratio of 3×3 to 3×7 cell energies (η × φ) Tight

Table 4.1: The shower shape variables used to define the various photon ID working
points. LP is shorthand for LoosePrime.

The photon identification requirements are used to study the rates at which jets

are misidentified as photons, the techniques for which are first introduced in Sec-

tion 4.3.1. Jet-enriched control regions are defined by inverting the Tight identifi-

cation cuts, i.e one of the cuts listed in Table 4.1 must fail. However, some of these

cuts are particularly correlated with the photon isolation cuts, introduced in the

next section, primarily those based on larger areas of the calorimeter (for example

wη2 and Rη). Therefore a jet which fails one of these cuts is more likely to fail the

photon isolation cuts. In order to reduce the correlation between the photon iden-

tification and isolation for jets misidentified as photons, the LoosePrime working

points are introduced which require the most correlated cuts to be satisfied. The

closer to Tight the working point is, the less correlated it is at the expense of a

smaller sample size.
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4.2.4.2 Photon isolation

The photon isolation requirements are motivated by the fact that there should be

little activity near to a prompt photon in the tracking and calorimeter environments.

The calorimeter isolation is intrinsically correlated with some of the variables used

in the definition of the identification working points as discussed in the previous

section. However in general, the isolation variables are calculated over a much

larger area surrounding the photon. These analyses use the FixedCutLoose isolation

working point, which is chosen as it is robust to the effects of high pile-up. Two

variables are used in the definition of the working point:

• pcone20
T , the scalar pT sum of pT > 1 GeV tracks which originate from the PV

and are within a cone of ∆R < 0.2 around the photon direction.

• Econe20
T , the sum of ET of calorimeter clusters within a cone of ∆R < 0.2 around

the photon direction. The energy of the photon itself is subtracted by summing

the energy deposits in a 5×7 cell window centred on the photon, which is itself

corrected with a pT -dependent leakage correction. Finally an η-dependent

correction is applied to account for ambient activity in the calorimeter using

the median jet energy density of all EM clusters in the event, with no pT

threshold.

The cuts which define the FixedCutLoose working point scale with the transverse

momentum of the photon (pγT ), and they are pcone20
T < 0.05×pγT and Econe20

T < 0.065×

pγT . Further details of the detector-level photon isolation are given in Section 5.3.

4.2.4.3 Scale factors

Some properties of photons in the simulation do not match those which are measured

in data, e.g. the photon isolation and identification efficiencies. In order to correct

for this mismodelling, scale factors are derived which can be applied as weights in
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simulation to better describe the data. Scale factors are derived using Z → ``γ

events which are a clean source of photons due to the m``γ ∼ mZ requirement. In-

clusive photon events (i.e. γ + X) are also used, which provide significantly more

events but suffer from larger backgrounds that result in larger systematic uncer-

tainties. The scale factors are derived as functions of photon pT, η and conversion

type. An example is shown in Figure 4.3, where it is seen that the isolation efficiency

scale factors are small for the FixedCutLoose (Loose) working point. The systematic

uncertainties associated to the scale factors are discussed in Reference [78].

(a) (b)

Figure 4.3: The photon isolation efficiency as a function of ET for (a) converted and
(b) unconverted photons [78]. The lower panels display the ratio of the efficiency in
data to the efficiency in simulation.

4.2.5 Electrons

The reconstructed tracks and EM clusters are used as input to the electron recon-

struction [81]. Of the reconstructed cluster-track pairs, the ones with ET > 1 GeV

and hits in at least 4 silicon layers are used as electron seed clusters, to which ad-

ditional clusters are added to form superclusters. Any additional clusters that fall

within a 3×5 cell window of the seed cluster are added to the energy measurement

in order to recover energy dispersed in the EM shower. In addition to this, any other
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cluster which is matched to the same track as the seed is also added to the electron

supercluster. The energy measurements of electrons are then calibrated in a similar

way to photons but instead using Z → ee decays in data, which are used as a clean

source of electrons.

4.2.5.1 Electron identification

Further requirements can be placed on the electron objects in order to distinguish

prompt electrons from jets faking electrons, and electrons from heavy hadron de-

cays. A likelihood discriminant is formed using variables characterising the impact

parameter, EM shower shape and TRT transition radiation of the electron. From

this discriminant, three working points are defined in order of electron quality: Loose,

Medium and Tight, which have increasing background rejection at the expense of

signal efficiency [81].

4.2.5.2 Electron isolation

The electron calorimeter isolation variable is built in the same way as for photons.

The track-based isolation variable is constructed using tracks which are selected

using the same requirements as for the photon track isolation variable. However, a

variable cone size is used which is inversely proportional to the electron pT, meaning

that the requirement becomes tighter for lower pT electrons. This improves the

rejection against jet misidentified as electron backgrounds which are more prominent

at low pT. However, electrons from heavy hadron decays are more prominent at high-

pT, so above 50 GeV a fixed cone of size ∆R < 0.2 is used which stops the isolation

cut becoming too loose.
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4.2.6 Muons

For the analyses presented in this thesis, muons are only considered in the region

|η| < 2.5 and are reconstructed with information from the MS and ID. Such muons

are referred to as Medium quality, but other working points are available [82, 83].

Track segments in the MS are required to have at least three hits on at least two

layers of the MDT, except in the |η| < 0.1 region, where this requirement is only

for one layer as the MDT coverage in this region is hampered by services to the ID

and calorimeters. The MS track segments are required to be spatially compatible

with a track in the ID after extrapolation, and the muon momentum measurements

of the tracks are required to be consistent. The reconstruction efficiency of muons

is measured using a tag-and-probe method. The momentum scale and resolution

of muons in simulation are corrected by comparison with Z → µµ and J/ψ → µµ

decays in data [83].

4.2.6.1 Muon isolation

Muons are required to be isolated from other physics objects in an event in order

to reject muons originating from hadron decays. The isolation variable constructed

has a neutral term and a charged term. The charged term consists of the scalar

sum of the pT of all tracks with pT > 500 MeV and consistent with originating from

the same vertex as the muon. For muons with pT < 50 GeV, this is calculated in a

variable sized cone, which is inversely proportional to the muon pT. For muons with

pT > 50 GeV, a fixed cone size of ∆R < 0.2 is used, which ensures the isolation

requirement does not get too loose for muons from heavy hadron decays. The neutral

component to the isolation variable comes from the sum of ET of all clusters which

are not matched to a track in a cone of ∆R < 0.2 around the muon. The ratio of

this variable to the measured pT of the muon can then be used to define different

muon isolation working points. The muon isolation efficiency is calculated using a

tag-and-probe method in Z → µµ decays.
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4.3 Selection and backgrounds

Using the physics objects detailed in the previous section, further selection require-

ments can be implemented in order to enhance the process of interest. Some of the

selection requirements are chosen to reflect the limits of the detector, for example

the geometrical acceptance or ensuring the lepton pT is above the trigger threshold.

The final set of selection criteria defines a region of phase space which is known as

the signal region (SR), and this is detailed for the separate analyses in their respec-

tive chapters. Both analyses presented in this thesis use inclusive final states, i.e.

no further requirements are placed on other objects within the event. For example,

the process being studied in the Zγ analysis is really pp→ Z(→ ``)γ+X, where X

denotes any other particles. This avoids the introduction of large uncertainties due

to the reconstruction of other objects, such as jets.

The SR will inevitably contain contributions from other processes besides the desired

process, which are referred to as backgrounds. Backgrounds which contain exactly

the same final state as the process of interest and originate from the primary vertex,

but are produced via a different interaction, are known as prompt backgrounds. An

example of a prompt background for Zγ(γ) is tt̄γ(γ), where the top quarks decay

leptonically to an opposite-sign same-flavour (OSSF) lepton pair. This produces

the ``γ(γ) signal final state so its contribution to the SR is unavoidable. The other

category of background events is known as non-prompt backgrounds. These types of

processes involve the mis-identification of objects and can therefore be suppressed

by introducing selection cuts. Three types of backgrounds which are common to

both analyses are introduced in the following sections. There are other smaller

backgrounds included in both analyses which are estimated directly from simulation.

4.3.1 Fake photon backgrounds

The main source of background in both analyses is from jets misidentified as photons

(fake photons). These processes are not well modelled by simulation, so methods



77 CHAPTER 4. COMMON ANALYSIS METHODS

which estimate these backgrounds using data are deployed. The methods make

use of jet-enriched samples where the photon isolation and identification cuts are

removed. The photon candidates are required to pass the LoosePrime4 identification

working point (defined in Section 4.2.4.1) in order to reduce the correlation between

identification and isolation of the fake photon candidates. Each photon candidate

can then be placed into one of four categories:

• A: The candidate passes both the isolation and identification cuts

• B: The candidate fails the isolation cut but passes the identification cut

• C: The candidate passes the isolation cut but fails the identification cut

• D: The candidate fails both the isolation and identification cuts

Region A contains mostly prompt photons and some fake photons, whereas B, C and

D consist mainly of fake photons. In order to reduce signal photons leaking into the

background control regions, a buffer labelled Egap is added to the requirement to fail

the isolation cut: Eiso
T > 0.065×Eγ

T + Egap. This therefore reduces the leakage into

regions B and D only. A nominal value of Egap = 2 GeV is used. Events containing

photons which have a value of Eiso
T − 0.065 × Eγ

T between 0 and 2 GeV are hence

not used in the estimation of the fake photon backgrounds.

The methods deployed are fully described in Sections 5.2.1 and 6.2 respectively.

4.3.2 Pile-up backgrounds

Many photons, particularly unconverted photons, suffer from poor vertex resolution

due to the fact that only calorimeter information is available. For this reason, no

primary vertex compatibility requirement is placed on the photon in these analyses.

This does however introduce another source of background where the photon(s)

comes from a different vertex to the Z in the same LHC bunch crossing. This
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happens at a non-negligible rate (accounts for a few percent of events in the signal

region) due to the high pile-up environment in LHC Run-2.

Data-driven methods can be explored which utilise converted photons, that have

good vertex resolution, in order to estimate the rate at which such overlaps occur.

The distributions associated with these processes can be modelled by randomly

overlaying simulated events from each process. For example, for Zγ this would be

an inclusive Z event overlapping with an inclusive γ event. The overlay is done at

the truth level (see Section 4.4), then events are required to pass the same selection

as the signal process.

4.3.3 Top backgrounds

The largest prompt background for both Zγ and Zγγ comes from tt̄+γ(γ) processes

where both top quarks decay leptonically. In both analyses, the normalisation of

this background is estimated with a data-driven approach and the distributions are

taken from simulation. The normalisation is constrained in a control region where

an opposite-sign different-flavour lepton pair (e±µ∓) is selected that removes any

contribution from the signal process. The derived normalisation is then applied to

the tt̄γ(γ) MC in the signal region.

4.4 Cross-section extraction

The total number of events selected in data is denoted as Ndata. To extract the

number of events corresponding to the signal process, the total number of predicted

background events, Nbkg, is subtracted from the data: Nsig = Ndata−Nbkg. In order

to make a measurement easily comparable to results from other experiments and

various theoretical predictions, the measured number of signal events is converted

to a cross-section measurement. In addition to this, the cross-section is corrected

to a fiducial phase-space which reduces effects from the inefficiency, acceptance and
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resolution of the detector. The integrated fiducial cross-section (σfid) is calculated

as:

σfid =
Ndata −Nbkg

C × L
, (4.1)

where L is the measured integrated luminosity and C is the factor used to correct the

data yield from the detector level to the fiducial level. The fiducial-level phase space

is defined in terms of particles in the simulation, which are also referred to as truth-

level particles. The truth-level particles used in the fiducial selection are required to

be stable, meaning that they have a mean lifetime of cτ > 10 mm. The fiducial-level

selection is defined so as to resemble the detector selection as closely as possible, to

minimise the dependence on the model used for the simulation of the signal events.

The factor C is then simply the ratio of the number of events in the signal MC

selected using the detector-level selection on reconstructed objects, to the number

of selected events using the fiducial-level selection on truth-level particles. Not all

fiducial-level events will pass the detector-level selection due to inefficiencies, which

results in C being less than one. It also accounts for the much smaller contribution

of detector-level events which do not pass the fiducial-level selection.

4.4.1 Unfolding

The fiducial cross-sections of processes are also measured differentially, in order to

test regions of phase space which are, for example, poorly modelled or particularly

sensitive to contributions from higher order QCD corrections or new physics. To

do this, both Ndata and Nbkg need to be estimated in bins of each variable of inter-

est. A simple way of calculating the differential fiducial cross-section would then

be to calculate values of C in each of the bins and apply these corrections to the

background-subtracted yields; this is known as the bin-by-bin approach. This, how-

ever, does not take into account fiducial events which are reconstructed in a different

bin from that in which they were generated due to migrations arising from resolution

effects.
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The number of events measured in bin i of a detector-level variable is given by di,

and the number of events in bin j of the corresponding fiducial-level variable is

given by fj. The relationship between the two is given by di = Rijfj where Rij is

the response matrix, which includes the bin migrations in the off-diagonal elements.

The response matrix can be calculated from the signal MC, which contains both

truth-level and detector-level objects. The response matrix can be inverted in an

iterative Bayesian unfolding approach detailed in References [84, 85, 86]:

f r+1
j = f rj

n∑
i=1

Rij

εj

di∑n
k=1Rikf rk

, (4.2)

where i, j ∈ 1, n represents the number of bins in the distributions, and r is the

number of iterations. An efficiency factor, εj, accounts for acceptance losses. The

‘best guess’ of the fiducial distribution for each iteration r is given as f rj and is used

as the input to the r+ 1th iteration, along with dri which is this fiducial distribution

multiplied by the response matrix. The iterative approach implies that there is an

initial version of the truth distribution, i.e. r = 0, and this is typically taken from

the signal MC, although the bias in using this is checked. The unfolded distributions

can then be compared to predictions and experiments in a phase space where any

biases due to the detector are reduced.

4.4.2 Uncertainties

The uncertainties on the measured cross-sections which are considered are listed

below. The uncertainties due to MC statistics, pile-up reweighting and physics ob-

ject reconstruction are assessed by varying features of the signal MC simulation and

propagating these to the integrated cross-section through the correction factor C.

They are fully propagated through the unfolding procedure to estimate uncertainties

for the differential cross-sections.
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Data statistical uncertainty: The Poisson statistical uncertainty on Ndata can be di-

rectly propagated through the calculation of the integrated cross-sections. For the

differential cross-sections, the data statistical uncertainty is estimated by repeating

the unfolding procedure on N sets of data which are formed by randomly sam-

pling from the original distributions. The standard deviation of the N results in a

particular bin is taken as the statistical uncertainty in that bin.

Background uncertainties: The uncertainty on the number of background events in

each bin, Nbkg, is taken as the quadrature sum of the uncertainties of the individual

sources of background. The uncertainties for each background are discussed in

Sections 5.2, 6.2 and 6.3.

Luminosity uncertainty: The integrated luminosity of 139 fb−1and its corresponding

1.7% uncertainty are measured according to the procedure detailed in Reference [63].

Monte Carlo statistical uncertainty: The uncertainty due to the limited number of

signal MC events is included. This is particularly important for the differential

measurements as the generation of MC events is not uniform across all bins.

Pile-up reweighting uncertainty: The distribution of the pile-up in the MC is reweighted

such that it matches that of the data. This is done separately for the periods of 2015-

2016, 2017 and 2018, as the pile-up profiles were significantly different in these three

periods (Figure 2.3). The uncertainty associated with this reweighting is considered.

Physics object reconstruction uncertainties: The uncertainties on the reconstruction,

isolation and identification efficiencies of electrons, muons and photons are consid-

ered by varying the scale factors related to these objects. The uncertainty on the

trigger efficiencies of electrons and muons are also considered. Additionally, the

uncertainty on the energy scale and resolution corrections applied to EM clusters
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are propagated by varying the scale factors within their uncertainties.

4.4.2.1 Channel combination

To improve the precision of the measurements and to provide a simpler interpreta-

tion, the measurements in the electron and muon channels are combined into ``γ(γ)

measurements. In order to do this, the uncertainties are divided into those which

are correlated between the channels and those which are uncorrelated. The statisti-

cal uncertainties and those specific to the reconstruction of electrons or muons are

uncorrelated, and the rest, primarily the uncertainties related to the backgrounds,

are correlated. A χ2 minimisation is performed whilst allowing the average value,

and each of the correlated uncertainties to float, so that the average value deter-

mined best describes the data in each channel. The uncorrelated uncertainties are

naturally constrained in the averaging procedure. A full description of the method

can be found in Reference [87].



CHAPTER 5

Measurements of Z(→ ``)γ Production

This chapter presents the selection of Z(→ ee)γ and Z(→ µµ)γ events from pp

collision data, the estimation of the backgrounds contributing to these processes

and the fiducial cross-section results.

The detector and fiducial selections are detailed in Section 5.1 along with a descrip-

tion of the data and signal samples used. The backgrounds and techniques used to

estimate them are given in Section 5.2. The role of photon isolation in the analysis

is explained in Section 5.3. Finally, the results are given in Section 5.4.

83
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5.1 Selections and samples

5.1.1 Detector-level selection

The following describes the signal region (SR) selection. As explained in Section 4.1,

events are selected which fire one of the single lepton triggers. These events are

required to have at least one vertex reconstructed (as detailed in Section 4.2.2), and

the one with the highest Σp2
T is chosen as the primary vertex (PV).

The preselection requirements placed on all electron objects are:

• pT > 25 GeV

• |η| < 2.47 and not within 1.37 < |η| < 1.52

• consistency with tracks originating from the PV

• Medium electron identification criteria

• Loose electron isolation criteria

The preselection requirements placed on all muon objects are:

• pT > 25 GeV

• |η| < 2.5

• consistency with tracks originating from the PV

• Medium muon identification criteria

• Loose muon isolation criteria

The preselection requirements placed on all photon objects are:

• pT > 15 GeV
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• |η| < 2.37 and not within 1.37 < |η| < 1.52

• Loose photon identification criteria

The pseudorapidity preselection requirements reflect the geometrical acceptance of

the detector. The region 1.37 < |η| < 1.52 is excluded for electrons and photons

as this corresponds to the transition region between the barrel and endcap coverage

of the EM calorimeter. In this region, there is a lot of additional material in front

of the calorimeter, so the energy measurements are not accurate. The remaining

preselection criteria for leptons are chosen such that they are not tighter than the

requirements placed at the trigger level, which results in the most inclusive sample

possible. The minimum photon pT cut is limited by the available MC. Only the

Loose identification criteria is applied at this stage such that events can be separated

into the signal region and control regions for the estimation of the fake photon

background. Photons are removed if they are within ∆R < 0.4 of an electron or

muon and electrons are removed if they are within ∆R < 0.2 of a muon, to suppress

contributions from bremsstrahlung photons. Events are considered further if they

contain at least two reconstructed electrons or muons and at least one reconstructed

photon passing the preselection requirements.

In either channel, the leading lepton is required to have pT > 30 GeV in order to be

above the single lepton trigger thresholds. The highest pT opposite-sign same-flavour

lepton pair is then selected as the Z candidate and is required to have an invariant

mass of m`` > 40 GeV to remove contributions from low mass Drell-Yan production

and resonances. In the signal region, the photon must also pass the FixedCutLoose

isolation cut and the Tight identification cut (defined in Section 4.2.4). The highest

pT photon is selected, and must have pT > 30 GeV to suppress the contribution and

large uncertainty from the fake photon background, which are both larger at low

pT. Finally, the contribution from FSR photons is removed by requiring that the

sum of the dilepton and three-body invariant masses is more than twice the Z mass:

m`` +m``γ > 2mZ , as demonstrated in Figure 1.6.
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5.1.2 Fiducial-level selection

The fiducial-level selection is designed to be as close as possible to the detector-level

selection, and is based on truth-level objects (defined in Section 4.4) as opposed

to detector-level objects. The truth-level lepton objects considered are ‘dressed’

which means that the four-momenta of any photons within ∆R < 0.1 are added

to the lepton, in order to catch any energy which would be reconstructed as part

of the same cluster in the calorimeter system. From a theoretical perspective, the

dressing procedure also mimics the resummation of higher-order QED effects, which

avoids divergences in the calculation. A common lepton selection is applied to both

channels, which allows for a much simpler combination of the channels.

The truth-level lepton selection requirements are:

• leading lepton pT > 30 GeV

• subleading lepton pT > 25 GeV

• |η| < 2.47

• m`` > 40 GeV

The truth-level photon selection requirements are:

• pT > 30 GeV

• |η| < 2.37

• ∆R(γ, `) > 0.4

• Econe20
T /Eγ

T < 0.07



87 CHAPTER 5. MEASUREMENTS OF Z(→ ``)γ PRODUCTION

The truth-level photon isolation variable Econe20
T is defined in Section 5.3.2, along

with the optimisation of the cut which is placed on it. Finally, the contribution

from the FSR production of photons is removed by requiring the same selection as

applied at the detector level: m`` +m``γ > 2mZ .

5.1.3 Data and signal samples

The data used correspond to an integrated luminosity of 139 fb−1, recorded from pp

collisions at
√
s = 13 TeV between 2015-2018. Any data which are recorded when

any component of the detector is not fully functional are not considered.

The baseline pp → ``γ signal samples are generated using the Sherpa MC event

generator [16]. The matrix elements are calculated at leading-order (LO) with

up to three additional partons. The matrix element partons are matched to the

Sherpa parton shower [19] using the ME+PS@LO prescription [88, 89, 90, 91]. The

NNPDF3.0 NNLO PDF set [30] is used to describe the parton content of the incom-

ing protons.

The samples are generated in slices of pγT to ensure there are a sufficient number of

MC events across the entire pT range being probed. As the matrix element is only

calculated at LO accuracy, it is expected that the signal samples do not provide an

accurate description of the data, due to the missing higher-order corrections. The

normalisation of the LO sample can be improved by multiplying the expected yields

and distributions by a normalisation factor (k-factor). The k-factor is calculated as

the ratio of data or a higher order MC to the LO sample.

Alternative samples are generated with MadGraph [17] and Sherpa [92] at NLO

which are used to cross-check the modelling and unfolding. These samples are not

considered as the baseline as they are much more CPU-intensive to generate, hence

they suffer from a significantly smaller number of events compared to the Sherpa

LO samples.
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5.2 Backgrounds

5.2.1 Fake photon background

The main source of background to ``γ is from events with a Z and a jet faking a

photon. This process is not well modelled by simulation, so a data-driven method is

used to estimate the amount of background. The 2D-sideband method is used which

makes use of the four jet-enriched control regions (CRs); A, B, C and D, defined in

Section 4.3.1. The number of data events in the signal region (Ndata
A ) can be written

as

Ndata
A = N sig

A +N fake
A +N bkg

A , (5.1)

where N sig
A is the number of signal events in the signal region, N fake

A is the number

of fake photon events in the signal region and N bkg
A is the contribution from other

background processes in the signal region.

The method works on the assumption that the ratio of the number of fakes in regions

A and B is the same as that in C and D. In practice, this is not exactly true as the

isolation and identification variables are correlated, as discussed in Section 4.2.4.1.

To account for this correlation, the factor R is defined as

R =
N fake
A N fake

D

N fake
B N fake

C

, (5.2)

which is calculated from Z+jets MC events and found to have a value of 1.33±0.09.

The uncertainty on R is taken as the difference between data and simulation in a

control region where the photon candidate fails the track isolation cut. The value

of R is then substituted into the signal region equation:

Ndata
A = N sig

A +R
N fake
B N fake

C

N fake
D

+N bkg
A . (5.3)

The control regions B, C and D are expected to be dominated by fakes, but there are

also small contributions from the signal and other backgrounds containing prompt
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photons. The prompt photon backgrounds are estimated directly from simulation,

whereas for the signal, leakage factors ci = N sig
i /N sig

A are used such that the amount

of signal leakage depends on the amount of signal present in the signal region. The

signal leakage factors are calculated directly from the signal MC.

The numbers of fake events in the background control regions (i = B, C, D) are

written as

N fake
i = Ndata

i − ciN sig
A −N

bkg
i , (5.4)

making the final signal region breakdown:

Ndata
A = N sig

A +R
(Ndata

B − cBN sig
A −N

bkg
B )(Ndata

C − cCN sig
A −N

bkg
C )

Ndata
D − cDN sig

A −N
bkg
D

+N bkg
A . (5.5)

This equation can then be solved for N sig
A . It is solved inclusively and in each bin

of the differential measurements.

Three sources of systematic uncertainty are considered for the 2D-sideband method.

The statistical uncertainties on the numbers of data events (Ndata
i ) and prompt

photon backgrounds (N bkg
i ) are propagated through to the value of N sig

A . A sys-

tematic uncertainty on the signal leakage factors is derived to account for imperfect

modelling of the photon isolation and identification variables. This is done by vary-

ing the pile-up reweighting factors in the signal MC by an amount which covers

the uncertainty on the ratio of the measured and predicted inelastic proton-proton

cross-section [93]. The final source of systematic uncertainty considered is due to

the correlation factor R, which is described above.

5.2.2 tt̄γ background

As mentioned in Section 4.3.3, an opposite-sign different-flavour control region (eµγ)

is used to constrain the normalisation of the top background. Other processes are

accounted for in this region, such as the fake photon background which is estimated

using the same technique as described in the previous section. Contributions to this
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CR from ττγ, WZγ and WWγ are also considered. The detector-level yields as a

function of Eγ
T and m``γ are shown in Figure 5.1.
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Figure 5.1: The detector-level yields as a function of (a) Eγ
T and (b) m``γ in the eµγ

control region [26]. The tt̄γ contribution is multiplied by a k-factor of 1.44.

After subtracting the backgrounds from the data in this region, a normalisation

factor for the tt̄γ MC is found to be 1.44. The normalisation factor is shown to

provide good agreement between prediction and data in the eµγ CR, across the whole

range used for the differential measurements. An uncertainty of 15% is placed on the

normalisation factor which is determined from an independent tt̄γ measurement [94].

This uncertainty comfortably covers the data-simulation disagreement in all bins,

as demonstrated in Figure 5.1. The normalisation factor is subsequently applied to

the tt̄γ MC in the signal region.

5.2.3 Pile-up background

The rate at which a Z+jets event overlaps with a γ+jets event from a different

vertex in the same bunch crossing is estimated using a data-driven technique. The

technique uses the variable ∆z = zγ − zPV which is the difference in the position

along the beam line of the primary vertex and the extrapolated position of the

photon. Typically, zγ is not reconstructed well enough to match it to a particular

vertex, given a resolution of about 20 mm using directional information from the
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calorimeter only. However, for photons which convert, additional information from

the tracking systems is used to provide a much better resolution for the photon

production vertex. Furthermore, converted photons which have a conversion vertex

within the pixel detector (Rconv < 125 mm) have the best possible resolution of

around 0.2 mm. These so-called pixel conversions are used to calculate the rate at

which a photon is selected which originates from a different vertex to the Z. This

rate is then extrapolated to the whole data sample including all photon types.

In Figure 5.2, the ∆z distribution in the ISR signal region in data is compared to

the FSR control region, where the FSR cut is inverted, for photons which convert

within the pixel volume. In the FSR case, the photons are naturally constrained

to come from the same vertex as the leptons due to the invariant mass requirement

of m`` + m``γ < 2mZ . Therefore, the events in the tails of the ∆z distribution

for FSR events are primarily due to the resolution associated with the reconstruc-

tion of the converted photons. Contributions from pile-up background are assumed

to be negligible in the FSR region due to the implicit vertex constraint. As well-

reconstructed pixel conversions are used, the ∆z distribution should be similar re-

gardless of whether the photon is ISR or FSR. However this is not what is seen in

Figure 5.2 as there is an excess in the tails for the ISR (SR) events, which comes

from events where the photon originates from a separate pp interaction.

The ∆z distribution in ISR data is formed of two components. The first comes

from single pp interactions, which is narrowly peaked around ∆z = 0. This includes

both the signal and background processes in which the lepton and photon objects

originate from the same vertex. The second, much wider, component comes from

the pile-up background where the photon vertex is different to the PV. The width

of this distribution can be calculated by considering the width of the PV z position

in data. This is found to be described by a Gaussian of width 35 mm. Therefore the

shape of the pile-up component to the ∆z distribution is formed by the convolution

of two such distributions, giving a total width of 50 mm. The ISR distribution

shown in Figure 5.2 is formed from the sum of these two components.
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Figure 5.2: Comparison of the ∆z distributions of SR (ISR) and Z → ``γ (FSR)
photons in data for photons which convert within the volume of the pixel detec-
tor [26].

The pile-up background fraction is measured in the tails (|∆z| > 50 mm) of the

ISR ∆z distribution, where the dominant process is the pile-up background, and

this is hence less reliant on the modelling of the single-pp processes. The narrow

component of the ∆z distribution is modelled by the Sherpa ``γ MC signal sample.

This distribution is normalised to the data around ∆z = 0 which means it accounts

for all single-pp processes, not just the signal. This normalisation factor is found to

be 1.4±0.1, where the uncertainty is driven by the number of data events.

An additional normalisation factor is derived which accounts for potential mismod-

elling in the tails of the |∆z| distribution. This is done by investigating the fraction

of events which are in the tails, in both data and the signal MC. FSR events are

used so that the data is only sensitive to resolution effects and does not include the

pile-up background. The fraction is found to be higher in data so a normalisation

factor of 1.5±0.3 is derived as the ratio of the fraction in data to the fraction in the
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signal MC. The uncertainty is statistical and is mainly driven by the limited data

events in the tail region. The two normalisation factors are combined resulting in a

total normalisation factor of F = 2.1±0.4, which is applied to the signal MC in the

tail region.

The fraction of pile-up background is calculated by first subtracting the normalised

signal MC from the data in the tails of the ISR ∆z distribution. As the tails

correspond to > 1σ of the two-sided Gaussian pile-up background distribution, a

factor of 1/0.32 can be used to extrapolate to the full range of ∆z. This number is

then divided by the total number of pixel conversion events, to get the fraction of

events which have a pile-up photon (fPU), which can be applied to the full signal

region data. This is summarised by the following equation:

fPU =
N
|∆z|>50mm
data,pixel−conv − F ×N

|∆z|>50mm
signalMC,pixel−conv

Ndata,pixel−conv × 0.32
, (5.6)

from which fPU is determined to be 4.6±0.6%. Both the statistical uncertainties

on the numbers of events in the above equation, and the uncertainty on F are

propagated to the uncertainty on fPU .

The fraction of data which is determined to have a pile-up photon also contains

events which have a pile-up jet faking a photon. However such events are already

accounted for in the 2D-sideband method. So an additional purity factor is derived

which separates the pile-up photon from the pile-up jet-faking-photon events. This

is estimated using the same 2D-sideband method on single photon data. The purity

is found to be 54±7%, resulting in a final pile-up photon fraction (fγPU) of 2.5±0.5%.

The distributions of the number of events for this background, needed for the dif-

ferential measurements, are determined from overlaid MC events at truth level. A

dilepton pair is taken from a Z+jets sample, and overlaid with a random photon

taken from a γ+jets event. The events are overlaid at truth level so the fiducial

selection is applied to the combined objects. The distributions of the events which

pass the fiducial selection are transformed to the detector level using bin-by-bin
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factors similar to those defined in the unfolding (Section 4.4.1), in each channel.

The distributions are then normalised to fγPU times the signal region yield in each

channel.

5.2.4 Other backgrounds

Other smaller backgrounds are estimated directly from simulation. The processes

considered include Z(→ ττ)γ and WWγ which produce an irreducible contribution

to the signal final states but have much lower cross-sections than the signal processes.

TheWZ → ```ν and ZZ → ```` processes are also considered where an electron may

fake a photon. The contribution from these processes are much smaller than that

from jets faking photons, so any mismodelling effects have a much less significant

effect on the results. Therefore the electron faking photon contributions are taken

directly from simulation. In total, these four processes contribute less than 1% of

the total data yield in the signal region.

5.2.5 Detector-level distributions

To examine the validity of the predictions, the sum of the background predictions

and signal MC are compared to data at the detector level. The distributions in each

channel are shown in Figure 5.3 as a function of Eγ
T and m``γ. In these figures, the

signal MC is scaled by a factor of 1.23, which is derived from the ratio between

the background-subtracted data and raw signal MC yields. The need for this k-

factor could arise from missing higher-order corrections, not included in the LO

signal sample. A good agreement is seen between data and prediction, with all bins

agreeing within uncertainty.
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Figure 5.3: The detector-level data are compared to the sum of the background
predictions and normalised signal MC, as a function of Eγ

T and m``γ in the eeγ and
µµγ channels [26].

5.3 Photon isolation

Photon isolation plays an important role in many aspects of the analysis. At the

detector level, the photon isolation cut is used to suppress fake photons. A photon

isolation cut is also defined in the fiducial phase space in order to minimise the

extrapolation from the detector-level phase space. Finally, in the generation of MC

events and fixed-order calculations, an isolation cut is used to remove contributions

from collinear fragmentation photons. The interplay of these three cuts must be

carefully considered to avoid biases resulting from the different phase spaces used,

or from the choice of model. The following sections describe the photon isolation at

the detector, fiducial and generator level and their impact on the results.
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5.3.1 Detector-level isolation

The detector-level photon isolation cut is chosen to reject contributions from the

fake photon background, whilst retaining as much of the signal as possible. Two

working points exist; the first FixedCutLoose is ultimately chosen and is defined in

Section 4.2.4.2. The second, FixedCutTight, is calculated in a cone size of ∆R <

0.4 around the photon, whereas FixedCutLoose is calculated in a cone size of ∆R <

0.2. The signal efficiency of both cuts is shown in Figure 5.4(a), along with the

separate track and calorimeter efficiencies for FixedCutLoose. FixedCutTight is not

used as the signal efficiency is too poor, particularly at high pile-up and it has been

shown that the fake photons are well estimated using the FixedCutLoose working

point (Section 5.2.5).
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Figure 5.4: (a) The photon isolation efficiency as a function of pile-up for various
isolation working points. (b) The median energy density in the central region of the
detector (|η| < 1.5) as a function of pile-up.

It is seen that in all cases there is a degradation of the efficiency with increasing

pile-up. This is less pronounced in the track isolation efficiency due to the fact

that the tracks must be associated to the primary vertex in order to be included in

the calculation of pcone20
T , and hence is less influenced by pile-up. The calorimeter

isolation is more strongly influenced as no such association can be made for the
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calorimeter clusters. Instead, an η-dependent correction is applied to Econe20
T in

order to account for the contribution from pile-up clusters.

Econe20
T is calculated as

Econe20
T = Econe20

T,raw − E5×7core
T − Eleakage

T (pT )− Epile-up
T (η), (5.7)

where Econe20
T,raw is the total ET measurement from clusters within ∆R < 0.2 of the

photon, E5×7core
T is the estimation of the contribution from the photon itself calcu-

lated in a 5×7 (η × φ) window around the photon, and Eleakage
T (pT ) is a MC-driven

correction for the amount of photon energy which leaks outside the 5×7 window,

determined as a function of photon pT. Epile-up
T (η) is the correction for pile-up which

is calculated as

Epile-up
T = ρ(πR2 − Acore), (5.8)

where ρ is the median energy density for all reconstructed clusters with ET > 1 GeV

in an event, R is the radius of the cone, and Acore is the area of the 5×7 window. ρ is

calculated separately in the central (|η| < 1.5) and forward (|η| > 1.5) regions on a

per-event basis. Figure 5.4(b) shows ρ in the central region in three different ranges

of pile-up. As expected, the mean value in each of the three regions increases with

pile-up, however the width of the distributions also increases due to larger event-by-

event fluctuations. This means there is a higher chance that the pile-up subtraction

is underestimated and the photon fails the isolation cut at higher pile-up.

5.3.2 Truth-level isolation

A photon isolation cut is defined at the truth level in order to reduce the extrapo-

lation between the detector-level and truth-level phase spaces during the unfolding,

thus reducing the dependence on the choice of model for the signal MC. The truth-

level photon isolation parameter, Econe20
T , is defined as the sum of the ET of all

truth-level particles which fall in a cone of ∆R < 0.2 around the photon, excluding

muons, neutrinos and the photon itself. This therefore includes all particles which
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would be detected in the tracking and calorimeter systems. The truth isolation cut

is also required to scale with the photon pT, as is done at the detector level, so the

cut is defined as a value of Econe20
T /Eγ

T .

The performance of the truth-level isolation cut should match that of the detector-

level cut, meaning that an event has approximately the same chance of passing

(or failing) both cuts. The truth-level cut value is determined by looking at the

ratio of the number of events which pass the detector-level isolation cut to those

which fail it, as a function of the truth-level isolation variable Econe20
T /Eγ

T . This is

shown in Figure 5.5, where it is seen that the point at which the ratio is equal to

1, corresponds to a cut of 7%. It is also crucial that the distribution is not steeply

falling in this region so that the performance is not sensitive to small changes in the

cut value, which is what is seen in the figure. The value of 7% is similar to the 6.5%

which is used at detector level, but differences are caused by detector resolution and

the fact that the truth-level cut is replicating both the track and calorimeter based

isolation cuts at detector level.

5.3.3 Generator-level isolation

The modelling of prompt photon production from hadron collisions is complicated

due to the existence of two production mechanisms. The first, known as direct

production, is simply the radiation of a photon off an incoming quark (e.g. Fig-

ures 1.5(a) and 1.8(a)). These processes are characterised by a large energy scale

and hence can be calculated using perturbative QCD. In the second production

mechanism, a photon can be radiated during the fragmentation of an outgoing par-

ton. The emission of such a photon may be collinear to the parton which can lead

to infrared divergences in the cross-section as the photon can be emitted with ar-

bitrarily small momentum. Such photons are referred to as fragmentation photons

and an example is shown in Figure 5.6 for the quark-gluon production of Zγ. As

this production method is non-perturbative, the contribution must be estimated by

using fragmentation functions, which are derived from fits to data, in a similar way
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Figure 5.5: The ratio of the number of events which pass the detector level isolation
cut to the number which fail it, as a function of the truth-level isolation variable.
The red line corresponds to the point where the ratio is equal to one.

to parton density functions (Section 1.3). Fragmentation photons are typically not

well isolated as partonic remnants remain close to the photon. This results in a

large proportion of fragmentation photons being removed by isolation cuts in the

detector-level selection. However the remaining contribution must still be estimated

by the data-driven fragmentation functions.

An alternative approach is to remove the contribution of fragmentation photons

altogether. This is done by implementing a smooth cone isolation [95] (Frixione iso-

lation) during the calculation of predictions. The requirement considers the angular

separations between partons and the photon, which is demonstrated in Figure 5.7.
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Figure 5.6: An example of Zγ production where the photon is radiated via parton
fragmentation. Collinear divergences arise when the angle between the photon and
the fragmented parton is small.

For each outgoing parton (pi) which falls within a predefined cone of size δ0 around

the photon, a sub-cone is defined by the angular separation between that parton

and the photon (δi). The isolation requirement is imposed in each sub-cone by

requiring that the sum of the transverse momentum of all partons within the sub-

cone, including that which defines the sub-cone, is less than a predefined fraction of

the transverse momentum of the photon (εpγT ), multiplied by the function

(
1− cos(δi)
1− cos(δ0)

)n
. (5.9)

This function ensures that the requirement gets tighter as the sub-cone gets smaller,

and this scaling can be adjusted using the third predefined parameter, n. This

therefore ensures the removal of events with photons produced by collinear radiation,

as the partons considered are very close to the photon.

The three adjustable parameters δ0, ε and n are chosen so as not to be tighter than

the photon isolation cuts applied in the detector-level selection (Sections 5.1 and

6.1), otherwise areas of the detector-level phase-space would be excluded during the

generation of MC events. The detector-level isolation requires that the measured

energy or momentum within a cone around the photon must be less than some

fraction of the photon transverse momentum. This means that in the definition of

the Frixione isolation used to produce the predictions, δ0 must not be larger than the

cone size used in the detector-level isolation and ε must be larger than the photon

momentum fraction used in the detector-level isolation.
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Figure 5.7: A diagram showing the angular separations considered in the Frixione
isolation requirement. The angular separation between parton pi and the photon
(γ) is given as δi and all partons with δi < δ0 are considered.

An important caveat related to Frixione isolation comes when considering the inter-

play with the truth-level isolation. To explore the effect of Frixione isolation on the

truth-level phase space, signal samples are generated with Sherpa 2.2.4 with vari-

ous sets of Frixione parameters. The MC predictions are considered here because

variables can be studied at both the parton and truth levels for the same sample.

The predicted fiducial cross-section is shown for two pγT slices in the eeγ channel in

Figure 5.8, for five different sets of Frixione parameters. It is seen that the fiducial

cross-section is sensitive to the choice of parameters, with the tighter values for the

variables (larger δ0, smaller ε) generally predicting a smaller cross-section, which is

the expected behaviour. It is therefore necessary to quote predicted cross-sections

corresponding to a particular set of Frixione parameters. It is also necessary to

quote measured cross-sections corresponding to a particular set of parameters as

the truth-level isolation also influences the unfolding.

Another complication arises when considering the fixed-order calculations, which are

produced at the parton level. An extrapolation needs to be performed in order to

compare these to unfolded data or other fiducial-level predictions. The extrapolation

is linked to photon isolation due to the two different implementations at the parton

and truth levels. A correction factor can be derived which is simply the truth-level

photon isolation efficiency, which is then applied to the parton-level predictions.
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(a) (b)

Figure 5.8: The fiducial Zγ cross-section for various sets of Frixione isolation pa-
rameters in two slices of photon pT in the eeγ channel: (a) 10 < pγT < 35 GeV
and (b) 35 < pγT < 70 GeV. The bin labelled with the bold font corresponds to the
parameters used in the final analysis.

This correction factor is shown for the MC samples generated with different Frix-

ione parameters in Figure 5.9. Again, there is a clear dependence on the Frixione

parameters for the isolation efficiency, particularly on δ0. For a fair extrapolation,

it is therefore crucial that a common set of Frixione parameters is used between the

fixed-order calculations and MC samples, from which the corrections are derived.

To conclude, the implementation of a Frixione photon isolation requirement in the

generation of MC events and fixed-order calculations avoids the estimation of the

non-perturbative fragmentation component. However, the parameters must be cho-

sen carefully in order to make a coherent comparison between measurement and

prediction. Firstly, the parameters must not be tighter than those applied in the

detector and truth level isolation selections, so that regions of phase space are not

removed at the generator level. Secondly, a common set of parameters must be used

across all predictions to provide a fair comparison among them. Finally, it is seen

that the fiducial cross-section is dependent on the choice of Frixione parameters, so

measured and predicted cross-sections must be quoted corresponding to a particular

set of parameters. For the Zγ analysis, all MC samples and fixed-order calculations
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(a) (b)

Figure 5.9: The photon fiducial isolation efficiency for various sets of Frixione isola-
tion parameters in two slices of photon pT in the eeγ channel, (a) 10 < pγT < 35 GeV
and (b) 35 < pγT < 70 GeV. The bin labelled with the bold font corresponds to the
parameters used in the final analysis.

are generated with the Frixione parameters δ0=0.1, ε=0.1 and n=2.

5.4 Results

The background prediction is subtracted from the total data yield in each channel,

then divided by the corresponding C-factor as shown in Equation 4.1. The fidu-

cial signal yield is then divided by the integrated luminosity in order to calculate

the integrated fiducial cross-section. The systematic uncertainties, listed in Sec-

tion 4.4.2, are propagated through to this cross-section value. The relative sizes

of the uncertainties in each channel are listed in Table 5.1. The dominant sources

of uncertainty come from the electron identification efficiency correction, the fake

photon background estimate and the uncertainty on the integrated luminosity.

The fiducial cross-section values in each channel are combined following the proce-

dure described in Section 4.4.2.1. The integrated fiducial Z(→ ``)γ cross-section is
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Source Relative uncertainty [%]
e+e−γ µ+µ−γ

Trigger efficiency - 0.2
Photon identification efficiency* 1.0
Photon isolation efficiency* 0.9
Electron identification efficiency 1.4 -
Electron reconstruction efficiency 0.3 -
Electron-photon energy scale* 0.9 0.6
Muon isolation efficiency - 0.4
Muon identification efficiency - 0.7
Z+jets background* 1.3
Pile-up background* 0.6
Other backgrounds* 0.8 0.7
Monte Carlo event statistics 0.4 0.4
Integrated luminosity* 1.7
Systematic uncertainty 3.2 2.9
Statistical uncertainty 0.6 0.5
Total uncertainty 3.2 3.0

Table 5.1: Relative systematic uncertainties on the integrated Z(→ ``)γ fiducial
cross-section in each channel [26]. Uncertainties marked with a * are fully or partially
correlated between the two channels.

measured to be

σ
Z(→``)γ
fid = 533.7± 2.1(stat)± 12.4(syst)± 9.1(lumi) fb .

The measured cross-section is compared to the theory predictions from MATRIX at

NLO and NNLO in QCD (first introduced in Section 1.6.2). As mentioned in the

previous section, these predictions are provided at parton level so the correction fac-

tor to account for the difference between parton and truth-level isolation is applied.

Inclusively this factor is 0.9338±0.0004. An additional correction factor is derived

which accounts for the dressing procedure. This correction factor is calculated as

the ratio of the fiducial cross-section using dressed leptons to that when using raw

leptons, where the energy of nearby photons is not added to the leptons. Inclusively

this factor is 0.9800±0.0003. The overall correction is a product of both factors and

is also calculated in each bin of the differential measurements.
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The integrated fiducial cross-section measurement is displayed in Figure 5.10 where

it is compared to the corrected predictions from MATRIX. The NNLO QCD predic-

tion is also shown when including the NLO EW corrections applied additively and

multiplicatively. The total uncertainty on the measured cross-section is 3%. At this

level of precision, the importance of the NNLO terms in the cross-section calculation

is highlighted as the agreement between the measurement and the NLO cross-section

is poor. The agreement with the NNLO cross-section is good, and the NLO EW

corrections only have a small effect on the integrated cross-section. The prediction

from MATRIX at NNLO agrees with the measured integrated cross-section within

0.7σ.

The data are unfolded and differential fiducial cross-sections are measured as func-

tions of the transverse momentum of the photon (Eγ
T ), the pseudorapidity of the

photon (|ηγ|), the invariant mass of the 3-body system (m``γ), the transverse mo-

mentum of the 3-body system (p``γT ), the ratio of these two variables (p``γT /m``γ) and

the azimuthal separation between the dilepton system and the photon (∆φ(``, γ)).

In Figures 5.11 and 5.12, a number of these distributions are compared to the predic-

tions from MATRIX. The NLO EW corrections to the NNLO prediction from MA-

TRIX are only available for the Eγ
T , |ηγ| and m``γ distributions. In Figure 5.13, the

measured distributions are compared to predictions from the Sherpa and MadGraph

MC generators. The full set of results, where the data are compared to MATRIX

and the MC generators for all six observables, can be found in Reference [26].

The Eγ
T distribution represents a basic experimental property of the photon. The

Eγ
T distribution is compared to MATRIX in Figure 5.11(a) where it is seen that

the prediction at NLO is once again poor, but the inclusion of the NNLO QCD

corrections result in a much better agreement with data. The effects of the NLO EW

corrections are also most pronounced in the highest bins of this distribution, where

the corrections are of similar size to the difference between the NLO and NNLO

QCD corrections. The Eγ
T distribution is also compared to the predictions from

MC generators in Figure 5.13(a). The Sherpa LO prediction provides a reasonable

description of the shape, but the normalisation is underestimated by about 20%.
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Figure 5.10: The measured integrated fiducial Z(→ ``)γ cross-section compared to
predictions from MATRIX [26].

The NLO predictions from Sherpa and MadGraph provide a better description of

the normalisation but still have shape differences of up to 15%.

The m``γ distribution provides a measure of the hard scale of the process, which is

measured up to 3 TeV. As is seen in Figure 5.11(b), the NNLO prediction provides

a poor description of this distribution in the low and high mass regions. However,

it is seen that the inclusion of the NLO EW corrections improves the agreement

greatly in these regions.

The p``γT , p``γT /m``γ and ∆φ(``, γ) distributions all provide probes of the QCD mod-



107 CHAPTER 5. MEASUREMENTS OF Z(→ ``)γ PRODUCTION

elling of the predictions. It is therefore expected that lower-order predictions will

provide significantly worse modelling of these variables. The p``γT distribution is

compared to predictions from MC generators in Figure 5.13(b). The Sherpa LO

prediction provides a poor description of the shape and normalisation, but the de-

scription is better for the NLO predictions. The p``γT /m``γ distribution is compared

to the predictions from MATRIX in Figure 5.12(a). The NLO prediction is very

poor with differences up to 50% in some bins, but the inclusion of the NNLO cor-

rections results in a much better description. The ∆φ(``, γ) distribution is shown

in Figure 5.12(b). It is seen that the majority of events are produced with the Z

and photon pointing in roughly opposite directions, as would be expected in the LO

case. The region below the peak is hence sensitive to higher-order QCD corrections.

This region is much better described by the NNLO prediction, as expected.

5.4.1 Summary and outlook

The Z(→ ``)γ + X process is measured in isolation for the first time, at a centre-

of-mass energy of 13 TeV. The integrated fiducial cross-section is measured to a

precision of 3%, which is an improvement of almost a factor two compared to the

8 TeV ``γ measurement [41]. This is primarily due to the approximately four times

larger dataset, but also improvements in the systematic uncertainties. The fiducial

cross-section is also measured differentially as functions of six variables which are

used to test QCD modelling up to NNLO and also the inclusion of EW corrections

at NLO.

Further analysis of the Zγ process at 13 TeV could be used to probe anomalous

couplings. The limits set would be expected to be more stringent than previous

studies of this process due to the higher precision, higher centre-of-mass energy and

the ISR phase space selection. Additionally, this process could be used to further

test QCD modelling by measuring the cross-section as a function of the number of

jets in the event, and also the exclusive cross-section by requiring a jet veto.
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Figure 5.11: The differential fiducial cross-section measurements as a function of (a)
the photon transverse energy and (b) the three-body invariant mass, compared to
predictions from MATRIX [26].
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Figure 5.12: The differential fiducial cross-section measurements as a function of (a)
the ratio of the transverse momentum to the invariant mass of the three-body system
and (b) the azimuthal separation of the photon and dilepton system, compared to
predictions from MATRIX [26].
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Figure 5.13: The differential fiducial cross-section measurements as a function of
(a) the photon transverse energy and (b) the transverse momentum of the three-
body system, compared to predictions from the Sherpa and MadGraph MC gener-
ators [26].



CHAPTER 6

Measurements of Z(→ ``)γγ Production

This chapter details the selection of Z(→ ee)γγ and Z(→ µµ)γγ events from pp

collision data, the estimation of the backgrounds contributing to these processes and

the fiducial cross-section results. The integrated fiducial cross-sections are measured

in both channels, and differential fiducial cross-sections are measured as functions

of: the leading photon transverse energy (Eγ1
T ), the subleading photon transverse

energy (Eγ2
T ), the dilepton transverse momentum (p``T ), the transverse momentum

of the 4-body system (p``γγT ), the diphoton invariant mass (mγγ) and the 4-body

invariant mass (m``γγ).

The detector and fiducial selections are presented in Section 6.1 along with a descrip-

tion of the data and signal samples used. The method and results of estimating the

fake photon background are described in Section 6.2. The remaining backgrounds

are explained in Section 6.3. The detector-level data are compared to full predic-

tions in Section 6.4. The procedure used to perform the cross-section extraction is

detailed in Section 6.5. The uncertainties related to the SM predictions (first intro-

111
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duced in Section 1.7.2) are described in Section 6.6. Finally, the results are given in

Section 6.7.

6.1 Selections and samples

6.1.1 Detector-level selection

The following describes the signal region (SR) selection. As explained in Section 4.1,

events are selected which fire one of the single lepton triggers. These events are

required to have at least one vertex reconstructed (as detailed in Section 4.2.2), and

the one with the highest Σp2
T is chosen as the primary vertex (PV).

The preselection requirements placed on all electron objects are:

• pT > 20 GeV

• |η| < 2.47 and not 1.37 < |η| < 1.52

• consistency with track originating from the PV

• Medium electron identification criteria

• Loose electron isolation criteria

The preselection requirements placed on all muon objects are:

• pT > 20 GeV

• |η| < 2.5

• consistency with track originating from the PV

• Medium muon identification criteria

• Loose muon isolation criteria
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The preselection requirements placed on all photon objects are:

• pT > 20 GeV

• |η| < 2.37 and not 1.37 < |η| < 1.52

• Loose photon identification criteria

Similarly to the Zγ analysis, the preselection requirements are used to define an

inclusive sample which is not tighter than the requirements placed at the trigger

level. The minimum photon pT requirement is raised to 20 GeV due to the limits

of some MC samples used. Photons are removed if they are within ∆R < 0.4

of an electron or muon and electrons are removed if they are within ∆R < 0.2

of a muon, to suppress contributions from bremsstrahlung photons. Events are

considered further if they contain at least two reconstructed electrons or muons and

at least two reconstructed photons passing the preselection requirements.

In both channels, the leading lepton is required to have pT > 30 GeV in order to be

above the single lepton trigger thresholds. The highest pT opposite-sign same-flavour

lepton pair is then selected as the Z candidate and is required to have an invariant

mass of m`` > 40 GeV to remove contributions from low mass Drell-Yan production

and resonances. If an electron pair is selected, the leading electron is required to pass

the Tight identification cut, which corresponds with the identification cut applied

in the lowest pT single electron trigger used. If a muon pair is selected, then the

leading muon must pass the Tight isolation criteria, which corresponds with the

isolation cut applied in the lowest pT single muon trigger used.

The two highest pT photons in the event are selected. Both of the photons must

pass the FixedCutLoose isolation and Tight identification cuts, and be separated by

∆R > 0.4.

Finally, the contribution from FSR photons is removed by placing a cut on the

invariant masses of objects in the event: m`` + min(m``γ1 ,m``γ2) > 2mZ , where γ1

refers to the leading photon and γ2 refers to the subleading photon. For the case
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where both photons are produced via ISR (the desired signal process), the dilepton

mass will be approximately equal to the Z mass and both three-body invariant

masses will be larger than the Z mass. For the cases where an FSR photon is

present, the dilepton invariant mass will be less than the Z mass and the largest

value that the minimum of the two three-body masses can take is approximately the

Z mass. This cut is visualised in Figure 6.1, where the ISR and FSR populations

can be clearly distinguished.
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Figure 6.1: The dilepton invariant mass versus the minimum of the two three-body
masses formed from the dilepton system and each of the photons, in the signal MC.
The ISR population is centred aroundmZ in the dilepton invariant mass distribution.

6.1.2 Fiducial-level selection

The fiducial-level selection is designed to be as close as possible to the detector-level

selection, and is based on truth-level objects (defined in Section 4.4) as opposed to

detector-level objects. The truth-level lepton objects considered are ‘dressed’ which
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means that the four-momenta of any photons within ∆R < 0.1 are added to the

lepton, in order to catch any nearby photon energy which is radiated. A common

lepton kinematic selection is applied to both channels, which allows for a simple

combination of the channels.

The truth-level lepton selection requirements are:

• leading lepton pT > 30 GeV

• subleading lepton pT > 20 GeV

• |η| < 2.47

• m`` > 40 GeV

The truth-level photon selection requirements are:

• pT > 20 GeV

• |η| < 2.37

• ∆R(γ, `) > 0.4

• Econe20
T /Eγ

T < 0.07

The event is required to have at least two fiducially selected electrons or muons and

at least two fiducially selected photons. The two highest pT fiducial photons are

selected and required to be separated by ∆R > 0.4. Finally, the FSR removal cut

is also applied using truth-level objects: m`` + min(m``γ1 ,m``γ2) > 2mZ .

The truth-level photon isolation cuts are chosen following the same procedure as

detailed in Section 5.3.2. The ratio of the number of events passing the detector-

level isolation cut to the number which fail, as a function of the truth-level isolation

variable is shown in Figure 6.2. The cut value is found to be consistent for the

leading and subleading photons, and is also the same as the cut value determined

in the Zγ analysis.
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Figure 6.2: Ratio of number of detector-level events passing the detector-level iso-
lation cut to the number which fail, in bins of the truth-level isolation variable for
(a) the leading photon and (b) the subleading photon.

6.1.3 Data and signal samples

The data used correspond to an integrated luminosity of 139 fb−1, recorded from pp

collisions at
√
s = 13 TeV between 2015-2018. Any data which are recorded when

any component of the detector is not fully functional are not considered.

The baseline simulated signal sample is generated with Sherpa 2.2.10 at NLO, with

up to two additional partons at LO accuracy. The sample is generated to be uniform

in the variable max(pγT ,mγγ) which leads to a more even population of MC events

across the full phase space being probed. The events are then reweighted to recover

the expected distribution in this variable.

An alternative signal sample is provided by Sherpa 2.2.4 at LO accuracy, with up to

two additional partons. The sample is generated in three separate bins of photon pT

and mγγ to provide a more even distribution of events in the regions being probed.

Both signal samples are generated with the same Frixione photon isolation param-

eters as are used in the Zγ analysis; δ0 = 0.1, ε = 0.1 and n = 2 (defined in
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Section 5.3.3).

6.2 Fake photon backgrounds

The largest background to the Zγγ final state is from events with a Z and at least

one jet faking a photon. Three processes make up the background: Zγj where the

subleading photon is faked by a jet, Zjγ where the leading photon is faked by a jet

and Zjj where both photons are faked by jets. Using the control region definitions

in Section 4.3.1, generalised to the case of two photons, the number of events in the

signal region (AA), can be written as

NAA = NAA
Zγγ +NAA

Zγj +NAA
Zjγ +NAA

Zjj +NAA
bkg , (6.1)

where NAA
Zγγ is the contribution from the signal process and NAA

bkg is the contribution

from other background processes (i.e. not fake photon backgrounds). The contribu-

tions from these other background processes are ignored in the following discussion

of fake photon backgrounds, but are described in full in Section 6.3. The rate at

which jets fake photons is poorly modelled in simulation, so data-driven techniques

are used to estimate the sizes of these backgrounds. The primary method used in

the Zγγ analysis is known as the matrix method.

6.2.1 Matrix method

The matrix method is performed on a data sample where the full event selection is

applied apart from the photon identification and photon isolation requirements. As

described in Section 4.3.1, where the regions A, B, C and D are defined, the photon

candidates are also required to satisfy the LoosePrime4 working point to reduce the

correlation between identification and isolation of the jets.

The inclusive yields for each of the four processes in this loose sample are denoted
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as WZxy, where xy = γγ, γj, jγ or jj. Efficiency factors are used to calculate the

contribution of each process to the signal region. These efficiencies are expected to

be different for true photons and for fake photons, so the efficiencies ε1,2 are defined

for true photons and the fake rates f1,2 are defined for fake photons. The indices

1 and 2 correspond to the leading and subleading photon candidates respectively.

The number of events in the signal region (NAA) can then be written as the sum of

four components

NAA = NAA
Zγγ +NAA

Zγj +NAA
Zjγ +NAA

Zjj = WZγγε1ε2 +WZγjε1f2 +WZjγf1ε2 +WZjjf1f2.

(6.2)

By considering three additional control regions, AB, BA and BB, where respectively,

each and both of the photon candidates are required to fail the isolation requirement,

and inverting the corresponding efficiencies and fake rates, one can write down three

more equations. These can be written as a 4×4 matrix equation:
NAA

NAB

NBA

NBB

 =


ε1ε2 ε1f2 f1ε2 f1f2

ε1(1− ε2) ε1(1− f2) f1(1− ε2) f1(1− f2)

(1− ε1)ε2 (1− ε1)f2 (1− f1)ε2 (1− f1)f2

(1− ε1)(1− ε2) (1− ε1)(1− f2) (1− f1)(1− ε2) (1− f1)(1− f2)




WZγγ

WZγj

WZjγ

WZjj

 ,

(6.3)

This also means that the ε1,2 and f1,2 are explicitly isolation efficiencies and fake

rates. Once the values for the efficiencies and fake rates have been determined, the

matrix is inverted and applied to the left-hand side of this equation to determine

the unknown yields for each process, WZxy.

The efficiencies correspond to the rate at which a photon that is identified as Tight,

passes the isolation requirement. These are calculated from the signal MC, denoted

by the subscript ‘sig’, as

ε1 =
NAA
sig

NAA
sig +NBA

sig

, ε2 =
NAA
sig

NAA
sig +NAB

sig

. (6.4)

The isolation fake rates are calculated in data using LoosePrime4 photon candidates
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which fail the Tight identification cut as

f1 =
NCA

NCA +NDA
, f2 =

NAC

NAC +NAD
. (6.5)

In these control regions, the other photon candidate is required to pass both the

isolation and identification cuts (A), as these regions are well populated and are

expected to best describe the two largest fake background components (Zγj and

Zjγ). As these control regions are not completely pure in background events, signal

leakage into these regions must also be accounted for. The signal leakage (NXY
sig ) is

estimated directly from the simulated signal samples.

The isolation fake rates are calculated in a control region where the photon candidate

is required to fail Tight identification. This introduces a bias as a jet candidate is

more likely to fail the isolation cut if it has already failed the identification cut. This

bias is corrected for by the correlation parameters R1 and R2 which are defined as

R1 =
NAXNDX

NBXNCX
, R2 =

NXANXD

NXBNXC
, (6.6)

and are applied to the C control region yields in the definition of the fake rates. The

superscript X means there is no isolation or identification requirement placed on the

other photon candidate. The values of R1 and R2 are estimated from simulation,

described later in Section 6.2.3.2.

The above equations (6.5) for the fake rates are thus modified to give

f1 =
(NCA −NCA

sig )R1

(NCA −NCA
sig )R1 +NDA −NDA

sig

, f2 =
(NAC −NAC

sig )R2

(NAC −NAC
sig )R2 +NAD −NAD

sig

.

(6.7)

With the efficiencies and fake rates determined, the yields for each process WZxy

can be deduced. The contribution from each process in the signal region can then

be calculated from each term in Equation 6.2.
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6.2.2 Closure test

The matrix method is tested using a pseudo-dataset formed from the signal MC

and multiple simulation samples representing the fake background components. For

the Zγj and Zjγ components, a Zγ+jets sample is used, generated with Sherpa

2.2.4 [16] at LO. The Zjγ (Zγj) component is selected by requiring that the

(sub)leading photon candidate is truth-matched to a photon originating from a

hadron decay (i.e. corresponding to a fake photon). An alternative sample for the

Zγj and Zjγ components is provided by MadGraph [17] at NLO. The Zjj compo-

nent is provided by a Z+jets simulation sample generated with Powheg [18] which

includes the matrix element calculation at NLO and is interfaced to PYTHIA [20]

to provide the parton shower and hadronisation.

The Zγ+jets and Z+jets simulations are known to model the normalisation of the

fake backgrounds poorly, hence the need for a data-driven method. Normalisation

factors are derived to make the pseudo-dataset more representative of the data.

Three control regions: AD, DA and DD, are chosen to derive normalisation factors,

each of which is expected to be dominated by one component of the fake background.

The normalisation factors for each component (FZγj, FZjγ and FZjj) are determined

by solving the following set of equations:

NAD
data −NAD

sig = FZγjN
AD
Zγ+jet + FZjjN

AD
Z+jets (6.8)

NDA
data −NDA

sig = FZjγN
DA
Zjet+γ + FZjjN

DA
Z+jets (6.9)

NDD
data −NDD

sig = FZγjN
DD
Zγ+jet + FZjγN

DD
Zjet+γ + FZjjN

DD
Z+jets. (6.10)

The signal leakage into each region is taken from the baseline signal MC and the

remaining events are assumed to be made up from the background components. It

is assumed that there is no leakage of Zγj events into DA and no leakage of Zjγ

events into AD. The normalisation factors are found to be FZγj = 2.0, FZjγ = 1.4

and FZjj = 9.4. The final pseudo-dataset is formed of the baseline signal MC and

the three background MCs, normalised by their respective normalisation factors.
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The matrix method is performed on this pseudo-dataset, and the results for the

different component breakdowns in each of the regions are shown in Figure 6.3.

The extracted signal region yields are compared to the expectation from MC in

Table 6.1, which demonstrates that the method is able to accurately reproduce the

fake background yields. The statistical uncertainty is estimated by performing the

method on 1000 sets of toy data which are randomly drawn using a probability

density function formed from the original pseudo-dataset distribution.
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Figure 6.3: The pseudo-dataset yield breakdowns in the signal region and each of
the control regions, as estimated using the matrix method.
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NAA
Zγγ NAA

Zγj NAA
Zjγ NAA

Zjj

Expected 210.9±1.3 10.6±2.3 6.1±1.5 6.0±4.3
Matrix method result 208±17 13.1±5.1 9.3±4.2 3.1±1.5

Table 6.1: The yields for each process, extracted from a pseudo-dataset using the
matrix method, compared to the normalised expected values from simulation. The
uncertainties quoted are statistical.

6.2.3 Systematic uncertainties

Five sources of systematic uncertainty are considered for the matrix method. Two

are related to the fixed input parameters: the photon isolation efficiencies and the

correlation parameters; two are related to the definition of the fake-enriched back-

ground control regions: the LoosePrime working point and isolation energy gap

definition; and the final one comes from the number of signal MC events.

6.2.3.1 Isolation efficiency

The method is performed inclusively, i.e. it is not binned, due to the relatively

small number of events in the signal region. This means that the central value of

the photon isolation efficiency may not accurately describe all the events being used.

This statement can be tested by looking at variables which describe the amount of

hadronic activity within the event, which will then influence the isolation efficiency.

The isolation efficiencies are studied as a function of p``γγT and 〈µ〉, and the values

are given in Table 6.2.

Inclusive [%] p``γγT < 25 [%] 25 < p``γγT < 75 [%] 75 < p``γγT [%]

ε1 94.3±0.2 95.4±0.2 93.8±0.3 92.9±0.3
ε2 90.9±0.2 92.3±0.2 89.9±0.4 89.3±0.3

Inclusive [%] 〈µ〉 < 20 [%] 20 < 〈µ〉 < 40 [%] 40 < 〈µ〉 [%]

ε1 94.3±0.2 95.1±0.4 94.6±0.2 93.1±0.3
ε2 90.9±0.2 93.2±0.5 91.4±0.2 88.2±0.4

Table 6.2: Comparison of the photon isolation efficiencies across different bins de-
scribing the hadronic activity within the event. The units of p``γγT are GeV.
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Based on these values, a systematic uncertainty of ±2% is assigned to ε1 and ±3%

to ε2 which covers all the variations with hadronic activity. For each efficiency, the

average of the up and down variations is taken as the systematic uncertainty on

the extracted yields due to that efficiency. The uncertainties due to both isolation

efficiencies are added in quadrature which amounts to an uncertainty of 8% on the

total fake photon background yield.

6.2.3.2 Correlation parameters

The correlation parameters R1 and R2 (defined in Equations 6.6) are calculated from

the Sherpa and MadGraph Zγ+jets MC, as well as the Powheg Z+jets MC. In the

Zγ+jets MCs, R1 (R2) is calculated from Zjγ (Zγj) events by truth-matching the

(sub)leading photon candidate to a photon originating from a hadron decay. In the

Z+jets MC, both photons are required to be truth-matched to a photon originating

from a hadron decay to ensure Zjj events are being considered. The values of R1

and R2 calculated from each simulation are given in Table 6.3. A single value of

R is produced from each of the MCs by combining the values for the leading and

subleading jet candidates which improves the statistical precision. The final value

taken for the correlation is the average of R from each of the three MCs, which is

1.18±0.11 and is used in the method for both R1 and R2. The uncertainty on the

correlations is increased to 0.18, which covers the case where there is no correlation

(R = 1.0) and is more conservative. The averages of the up and down variations of

each correlation are summed in quadrature to determine the systematic uncertainty

on the extracted yields. This results in a systematic uncertainty of 10% on the total

fake photon background yield.

6.2.3.3 LoosePrime definition

The effect of the choice of the LoosePrime working point (see Table 4.1) in the defi-

nition of the CRs in which the fake rates are calculated is investigated by comparison
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Zγ+jets MC (Sherpa) Zγ+jets MC (MadGraph) Z+jets MC

R1 0.74±0.23 1.23±0.21 1.62±0.40
R2 1.22±0.33 1.15±0.16 1.30±0.13

R 0.92±0.19 1.18±0.13 1.44±0.25

Table 6.3: Comparison of identification-isolation correlation parameters calculated
from the fake background simulations. All uncertainties are statistical.

with an alternative working point. The difference between the extracted yields when

using the LoosePrime5 working point to define the control regions, relative to the

nominal LoosePrime4 results, is assigned as the systematic uncertainty. This results

in a 3% systematic uncertainty on the total fake photon background yield.

6.2.3.4 Isolation energy gap

The effect of the choice of isolation energy gap, used to define the failed isolation

control regions (see Section 4.3.1), is investigated by varying the nominal value of

Egap = 2 GeV to 1 and 0 GeV. The effect of increasing Egap further is not considered

as this results in a too severe reduction of events in the non-isolated control regions.

The largest difference from the nominal value when considering each of these two

variations is found to be 11%, and is hence taken as the systematic uncertainty on

the total fake photon background yield.

6.2.3.5 MC statistical uncertainty

The systematic uncertainties on the extracted yields due to the limited MC statistics

are propagated through the signal leakage numbers and photon efficiencies. This

amounts to only a small effect of 1% on the total fake photon background yield.
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6.2.4 Matrix method results

The predicted prompt photon backgrounds, to be described in the following Sec-

tion 6.3, are subtracted from the data yields in the signal region. The resulting

yields therefore consist of only the fake photon background and signal processes.

The yields are combined from both the electron and muon channels, resulting in a

total of approximately 300 signal region events. The prompt photon backgrounds

are also subtracted in each of the three control regions. The matrix method is then

performed to determine the breakdown in the signal region, the results of which are

given in Table 6.4.

The sum of the three background components (Nfakes = 64.2) is used to assess the

uncertainties, as this encapsulates any correlations between the components and

is ultimately the value which enters the cross-section calculation. The dominant

uncertainty is due to the data statistics, which has a value of ±11.8 for Nfakes. The

largest sources of systematic uncertainty are due to the correlations and isolation

energy gap, which lead to uncertainties of ±6.2 and ±7.0 respectively on the value

of Nfakes.

Zγγ Zγj Zjγ Zjj Total fake γ background

Yield 234.1 26.2 29.0 9.0 64.2
Total uncertainty 25.0 11.2 11.2 4.5 16.0

Statistical uncertainty 22.5 8.3 9.0 3.4 11.8
Systematic uncertainty 10.7 7.6 6.5 2.9 10.7

Isolation efficiency 4.8 3.7 3.2 0.6 4.8
Correlations 6.2 4.4 4.8 2.0 6.2
LoosePrime definition 1.9 3.7 2.5 0.8 4.8
Isolation energy gap 7.0 3.4 1.9 1.8 7.0
MC statistical uncertainty 0.5 0.4 0.4 0.1 0.5

Table 6.4: Matrix method uncertainty breakdown for each of the fake photon back-
ground components.
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6.2.5 Fake photon templates

The matrix method is able to provide only the normalisation of the fake photon

backgrounds due to the limited number of events in the signal region. For the

differential cross-section measurements, the shapes of these backgrounds as functions

of the measured variables are also needed. The Zγj and Zjγ shape templates

are taken from the Sherpa Zγ+jets MC, and the Zjj shapes are taken from the

Powheg Z+jets MC, as described in Section 6.2.2. The templates are taken from a

slightly loosened signal region, in which at most one of the four photon identification

and isolation cuts is allowed to fail. This increases the number of available events

whilst remaining as close to the signal region as possible. The templates are then

normalised to the yields extracted by the matrix method.

An uncertainty on the shape of the templates is derived by comparing the shape

of the overall fake background estimate (sum of all three components), using the

templates from simulation, to the data in a fake-background enriched control re-

gion. This control region is defined by requiring at least two of the four photon

identification and isolation cuts to fail, and hence it is dominated by the fake pho-

ton backgrounds. The templates from simulation are normalised using the factors

derived in Section 6.2.2. The fractional difference between the shape of the data

and the shape of the normalised templates is taken as the shape uncertainty on the

fake photon background in each bin of the differential measurements.

6.3 Other backgrounds

6.3.1 tt̄γγ background

The background to ``γγ from top processes is assessed in an opposite-sign different-

flavour lepton control region. Applying the full event selection, 20 eµγγ events are

selected in data. The tt̄γγ background process is modelled by a tt̄γ simulation,
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generated with MadGraph, where the second photon comes from showering. The

contribution from fake photons is also considered, while other processes are assumed

to be negligible and well covered within the uncertainty on the tt̄γγ normalisation.

The contribution from fake photons is estimated using the matrix method described

in the previous section. The photon isolation efficiencies are estimated from the tt̄γ

MC. The fake rates are calculated in control regions where the photon candidates are

required to fail Tight identification, but satisfy LoosePrime5. This working point

is preferred over the nominal LoosePrime4 as it increases the number of events

available. Using the matrix method, the 20 events in data are divided into 17.4

eµγγ, 2.0 eµγj, 0.6 eµjγ and 0.1 eµjj events. The normalisation factor for the tt̄γ

MC is then derived by dividing the signal yield extracted from the data by the tt̄γ

MC yield in the eµγγ control region. This factor is found to be 0.70±0.15, where

the uncertainty given is statistical. The normalised MC is compared to the data

and fake photon background expectation in Figure 6.4, where a good agreement can

be seen.
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Figure 6.4: The comparison of prediction to data in the eµγγ control region as a
function of (a) leading photon pT and (b) diphoton invariant mass.

For the implementation of the matrix method in the eµγγ control region, the same

systematic effects are considered as for the signal region (described in Section 6.2.3).
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The total systematic uncertainty on the tt̄γ normalisation factor due to the isolation

efficiency, correlations, LoosePrime definition and isolation energy gap, is 0.02. The

final normalisation factor of 0.70 ±0.15 (stat) ±0.02 (syst) is applied to the tt̄γ MC

in the signal region. This predicts ∼ 15 tt̄γγ events, which is approximately 5% of

the data yield in the signal region.

6.3.2 Pile-up background

There are two pile-up background sources with prompt photons (i.e. not jets faking

photons) which contribute to the ``γγ signal region at first order. The nature of

these backgrounds was first introduced in Section 4.3.2. The first source is a single

photon from a pp interaction overlapping with a Zγ event from another, referred to

as Zγ+ γ. The second is a diphoton system overlapping with a Z event, referred to

as Z + γγ. Due to the relatively small number of data events in the signal region,

a data-driven method cannot be used to estimate the sizes of these backgrounds, as

was done in the Zγ analysis (Section 5.2.3). Instead, the contributions are estimated

entirely from simulation, using a separate simulation for each of the four processes:

Zγ, single-γ, Z and γγ.

For Zγ + γ, a random Zγ event is subjected to the lepton and photon fiducial cuts

detailed in Section 6.1. If at least two fiducial leptons and at least one fiducial

photon is selected, then the fiducial photon selection is also applied to a random

single-γ event. All of the selected photons from both events are ordered by pT, and

if the two highest pT photons come from separate processes, the overlaid event is

considered further. The remaining fiducial cuts which require all four objects are

then applied. The selected events are used to calculate the fiducial level yields and

distributions for the Zγ+ γ process. The number of events (NZγ+γ) is calculated as

NZγ+γ = εZγ+γ(
〈µ〉σγ
σpp

)σZγL, (6.11)

where εZγ+γ is the selection efficiency of the overlaid events, 〈µ〉 is the mean number
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of interactions per bunch crossing, σpp ∼ 80 mb is the total inelastic proton-proton

cross-section [96] and L is the integrated luminosity. The cross-sections, σγ and σZγ

are the predicted total cross-sections, i.e. without any fiducial cuts, from the single-γ

and Zγ samples. Such cross-sections are referred to as generator-level cross-sections.

The estimation of the Z + γγ process is similar but simpler as the lepton fiducial

selection is only applied to the Z event and the photon fiducial selection is only

applied to the diphoton event. The number of events (NZ+γγ) is calculated as

NZ+γγ = εZ+γγ(
〈µ〉σγγ
σpp

)σZL, (6.12)

where εZ+γγ is the selection efficiency of the overlaid events and σγγ and σZ are the

respective generator-level cross-sections for the diphoton and Z processes.

For both backgrounds, the fiducial-level yields and distributions are corrected to the

detector level using ‘folding’ factors derived from the Zγγ signal MC. This is effec-

tively the reverse of the bin-by-bin unfolding procedure outlined in Section 4.4.1.

The correction factors are calculated inclusively and in each of the bins of the differ-

ential measurements. This calculation is discussed in more detail in Section 6.5.2.

The total yields for the pile-up background processes, corresponding to an integrated

luminosity of 139 fb−1 are given in Table 6.5. These backgrounds contribute 2.6%

of the data events in the signal region.

eeγγ µµγγ

Zγ + γ 2.1±0.2 2.7±0.2
Z + γγ 1.44±0.04 1.90±0.05

Table 6.5: Pile-up background yields in the signal region for each channel.

6.3.3 Remaining backgrounds

The treatment of jets misidentified as photons is discussed in Section 6.2. Photons

may also be faked by electrons, where either the track is missed, or falsely combined
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with another track-cluster pair to form a photon conversion candidate. The two

processes which contribute to these backgrounds at first order are ZZ → ```` and

WZγ → ```γ. Both these processes are modelled by simulation. A 50% uncertainty

is assigned to these backgrounds, based on measurements of e→ γ fake rates using

Run-2 data [59], which are shown to be poorly modelled in some regions of phase

space. The total signal region prediction for these two processes is 3.5±1.7 events.

A final source of background from Higgs production in association with a Z, Z(→

``)H(→ γγ), is estimated directly from simulation. Approximately two ZH events

are expected in the signal region.

6.4 Detector-level comparison

The data are compared to the full prediction inclusively and as functions of the

variables which are unfolded. The fake photon backgrounds (shown in Table 6.4)

are calculated using both channels combined as the contributions are assumed to be

independent of how the Z boson decays and the small differences in the kinematic

selection. In order to get the fake photon background expectation in each channel,

the fractional fake background is used. For example, the number of fakes in the

electron channel (N eeγγ
fakes) is calculated as

N eeγγ
fakes = (N eeγγ

data −N
eeγγ
prompt bkg)

N ``γγ
fakes

N ``γγ
data −N

``γγ
prompt bkg

. (6.13)

6.4.1 Results

The data yield, individual background predictions and total background prediction

are shown in Table 6.6 for each channel. The signal yield is determined by sub-

tracting the total background prediction from the data in each channel. The signal

yields are compared to the detector-level predictions from Sherpa LO and NLO in

Table 6.7. Both predictions agree with the data, within 1.6σ in the electron channel,
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and within 0.5σ in the muon channel. In both channels, the data are slightly better

described by the NLO prediction.

e+e−γγ µ+µ−γγ

Ndata 148 171

Nfakes 29.8± 5.5 (stat)± 5.0 (syst) 34.4± 6.3 (stat)± 5.7 (syst)
Ntt̄γγ 6.4± 0.4 (stat)± 1.3 (syst) 8.4± 0.5 (stat)± 1.8 (syst)
NZγ+γ 2.07± 0.16 (stat) 2.74± 0.21 (stat)
NZ+γγ 1.44± 0.04 (stat) 1.90± 0.05 (stat)
NZH 1.08± 0.01 (stat) 1.38± 0.01 (stat)
N```` 1.03± 0.10 (stat)± 0.51 (syst) 1.24± 0.11 (stat)± 0.62 (syst)
NWZγ 0.69± 0.06 (stat)± 0.35 (syst) 0.52± 0.05 (stat)± 0.26 (syst)

Nbkg 42.5± 7.6 50.6± 8.7

Table 6.6: The total number of events in data passing the Zγγ signal region se-
lection using the full Run-2 dataset, Ndata, is compared to the expected number of
background events in each channel. The fake background yield, Nfakes, is the sum
of the Zγj, Zjγ and Zjj yields. Nbkg is the total background prediction in each
channel.

e+e−γγ µ+µ−γγ

Ndata
sig 105.5± 12.2 (stat)± 7.6 (syst) 120.4± 13.1 (stat)± 8.7 (syst)

NSherpa LO
sig 83.0± 1.9 (stat) 112.2± 2.3 (stat)

NSherpa NLO
sig 91.5± 0.9 (stat) 119.5± 1.0 (stat)

Table 6.7: The measured number of signal events in data compared to the predicted
number of signal events in each channel.

The signal expectation generated with Sherpa at NLO plus the full background

prediction is compared to the data, as a function of the six measured variables

in Figure 6.5 for the electron channel and Figure 6.6 for the muon channel. The

binning used in these figures is not the same as the binning which will be used for

the differential cross-section measurements; it is chosen to provide even bin widths

across the range where most of the data are distributed. Reasonable agreement is

seen in all bins, with the prediction typically within the statistical uncertainty of

the data.
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Figure 6.5: Detector-level distributions for the six measured variables in the eeγγ
channel.
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Figure 6.6: Detector-level distributions for the six measured variables in the µµγγ
channel.
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6.5 Cross-section extraction

6.5.1 Variables and binnings

The binning for the differential cross-section measurements is chosen such that there

are at least 15 events expected, based on the predictions of the signal MC, in each bin

for the electron channel. This is done so that there are a sufficient number of events

in each bin to perform the unfolding, and results in four or five bins per variable.

The electron channel is considered as it has the lower reconstruction efficiency of

the two channels, so it has fewer events to work with. The bin boundaries for each

variable are as follows:

• Eγ1
T : 20, 40, 60, 100, 2000 [GeV]

• Eγ2
T : 20, 25, 30, 35, 50, 1200 [GeV]

• p``T : 0, 30, 60, 120, 1200 [GeV]

• p``γγT : 0, 10, 30, 50, 100, 1200 [GeV]

• mγγ: 0, 50, 75, 100, 150, 3000 [GeV]

• m``γγ: 150, 200, 250, 350, 500, 3000 [GeV]

The uppermost bin edge is set by the range of events in the signal MC. This choice

is somewhat arbitrary as most of the events in the highest bins fall towards the lower

edge of that bin.

6.5.2 Correction factors

The factors used to correct the total detector-level yields to the fiducial level are

given in Table 6.8 for both the Sherpa LO and NLO signal samples. Ceff is the

efficiency correction, which is the ratio of the number of events which pass both
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the detector and fiducial selections, to the number of events which pass the fiducial

selection. This correction factor corresponds to the reconstruction efficiency of signal

events, and is higher in the muon channel due to the higher reconstruction efficiency

of muons versus electrons. Cfid is the fiducial correction factor, which is the ratio

of the number of events which pass both the detector and fiducial selections, to

the number of events which pass the detector-level selection. This factor accounts

for events which pass the detector-level selection but fail the fiducial-level selection,

mainly due to resolution effects. The overall correction factor C is used to correct

the detector-level yields to the fiducial-level phase space, and is calculated as C =

Ceff/Cfid.

Sherpa LO eeγγ Sherpa NLO eeγγ Sherpa LO µµγγ Sherpa NLO µµγγ

Ceff 0.268±0.007 0.268±0.003 0.375±0.009 0.354±0.004
Cfid 0.940±0.030 0.939±0.013 0.940±0.027 0.935±0.011
C 0.286±0.007 0.286±0.003 0.399±0.009 0.379±0.004

Table 6.8: The correction factors calculated from the two signal MCs. The uncertain-
ties of Ceff and C are highly correlated due to them having the same denominator.

Ceff and Cfid are calculated in the differential-measurement bins, which are shown in

Appendix B. Also shown in Appendix B are the migration matrices which describe

the bin-to-bin migrations when moving from the fiducial-level phase space to the

detector-level phase space. Both the correction factors and migration matrices are

used as inputs to the unfolding. The migration matrices are very close to being

diagonal, which means the effects of migrations between bins is expected to be

small.

6.6 Theoretical uncertainties

This section details the uncertainties which are considered for the Zγγ predictions

from Sherpa and their effect on the fiducial cross-section predictions. Specifically,

the uncertainties considered are related to the choice of scales, choice of PDF set

and the value used for the strong coupling constant, αs.
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The uncertainty associated with using a fixed order in the matrix element calculation

is estimated by varying the renormalisation (µR) and factorisation (µF ) scales. The

scales are varied up and down by factors of 2; all combinations are used except the

case where the two scales move in opposite directions (i.e. 0.5≤ µF/µR ≤2.0). The

overall uncertainty is taken as the envelope of all the variations, i.e. the largest

upwards and largest downwards fluctuation compared to the nominal value. For

the integrated fiducial cross-section, this results in an uncertainty of +14%
−10% for the

Sherpa LO prediction and +16%
−9% for the Sherpa NLO prediction. Typically, the scale

uncertainties are expected to decrease as the order of the prediction increases, but

this is not the behaviour observed here. However, the discrepancy could be due to the

different scale choices between the two different versions of the software used, which

suggests that maybe the scale uncertainty for the LO prediction is underestimated.

The scale uncertainty for the Sherpa NLO sample is shown as a function of two

measured observables in Figure 6.7 for the eeγγ channel and is relatively largest in

the high-pT regime.

The nominal PDF set used for the Sherpa NLO signal MC is NNPDF30 nnlo as 0118,

described in Reference [30]. The PDF uncertainty is estimated by looking at the 100

variations which follow the PDF4LHC recommendations [97]. The standard devia-

tion of the mean value from these 100 variations is taken as the PDF uncertainty.

The nominal value of αs used in the PDF sets is 0.118. This value is varied up to

0.119 and down to 0.117, and the average fluctuation between these two variations

is taken as the uncertainty. The uncertainties due to the choices of PDF and αs are

added in quadrature and result in an uncertainty of 2% on the integrated fiducial

cross-section prediction for the Sherpa LO sample and 1% for the Sherpa NLO sam-

ple. The combined PDF and αs uncertainties are also shown in Figure 6.7 for the

electron channel.

The statistical uncertainty due to the number of MC events is also considered. For

the integrated fiducial cross-section prediction, the statistical uncertainty is 1.4%

for the Sherpa LO sample and 0.4% for the Sherpa NLO sample.



137 CHAPTER 6. MEASUREMENTS OF Z(→ ``)γγ PRODUCTION

0

0.01

0.02

0.03

0.04

0.05

 [f
b/

G
eV

]
γγll T

dp

σd

Scale
sαPDF+

10 210 310
 [GeV]γγll

T
p

0.8
0.9

1
1.1
1.2
1.3

R
at

io

(a)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

 [f
b/

G
eV

]
1γ T

dp

σd

Scale
sαPDF+

210 310
 [GeV]1γ

T
p

0.8
0.9

1
1.1
1.2
1.3

R
at

io
(b)

Figure 6.7: The eeγγ differential fiducial cross-sections as a function of p``γγT and pγ1
T

as predicted by the Sherpa 2.2.10 NLO signal MC. The red uncertainty band repre-
sents the scale uncertainty and the blue uncertainty band represents the combined
PDF and αs uncertainty on the fiducial cross-section in each bin. The bottom panel
shows the ratio of the uncertainties to the predicted cross-section value in each bin.

6.7 Results

6.7.1 Integrated fiducial cross-section measurements

The numbers of signal events in data, in each channel, are used to calculate the cross-

sections within the fiducial acceptance using the correction factors calculated from

the signal MC and the measured integrated luminosity, as described in Section 4.4.

The measured fiducial cross-sections in the two channels are:

σ
Z(→ee)γγ
fid = 2.65± 0.31(stat)± 0.23(syst)± 0.05(lumi) fb ,

σ
Z(→µµ)γγ
fid = 2.29± 0.25(stat)± 0.20(syst)± 0.04(lumi) fb .

The measured cross-sections are consistent within uncertainties between the two

channels which is expected due to lepton universality in Z decays. The system-

atic uncertainty breakdown in each channel is given in Table 6.9. The dominant

sources of uncertainty are the statistical uncertainty of the data, and the systematic

uncertainty related to the fake photon background.
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Source Relative uncertainty [%]
e+e−γγ µ+µ−γγ

Photon identification efficiency* 2.5 2.6
Photon isolation efficiency* 2.0 2.0
Electron-photon energy resolution* 0.2 0.1
Electron-photon energy scale* 0.8 0.6
Electron reconstruction 2.0 -
Muon reconstruction - 0.7
Pile-up reweighting* 2.8 2.9
Monte Carlo signal statistics 1.1 1.0
Fake photon background* 7.0 7.1
Other backgrounds* 1.4 1.7
Data statistical uncertainty 11.5 10.9
Systematic uncertainty 8.7 8.6
Integrated luminosity uncertainty 1.7 1.7
Total uncertainty 14.5 14.0

Table 6.9: Relative systematic uncertainties on the integrated Z(→ ``)γγ fiducial
cross-section in each channel using 139 fb−1of data. Uncertainties marked with a *
are fully or partially correlated between the two channels.

The cross-section measurements in the two channels are combined according to the

procedure outlined in Section 4.4.2.1. The resulting integrated fiducial Z(→ ``)γγ

cross-section is measured to be

σ
Z(→``)γγ
fid = 2.45± 0.20(stat)± 0.21(syst)± 0.04(lumi) fb .

The integrated cross-section is measured with a precision of 12% and is compared to

predictions (detailed in Section 1.7.2) from Sherpa, at NLO and LO, in Figure 6.8.

The measured value is 6% higher than the NLO prediction and 17% higher than

the LO prediction. The agreement of the LO prediction with the measured value is

within 1.4σ. The NLO prediction agrees marginally better, within 0.5σ.

6.7.2 Differential cross-section measurements

The data are binned as described in Section 6.5.1. The background estimate is

subtracted in each bin and the resulting yields are unfolded to the fiducial volume,
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Figure 6.8: The measured integrated fiducial ``γγ cross-section, compared to pre-
dictions from Sherpa.

separately in each channel. The Z(→ ee)γγ and Z(→ µµ)γγ cross-section mea-

surements in each bin are combined, accounting for correlated uncertainties, using

the procedure outlined in Section 4.4.2.1. The resulting distributions are shown and

compared to the predictions from Sherpa in Figures 6.9, 6.10 and 6.11. In these

figures the final bin in each distribution is truncated for aesthetic purposes, but still

contains all the data up to the bin edge defined in Section 6.5.1. The data in this

bin are normalised to the displayed bin width and the data point is plotted at the

average value of the data in that bin before unfolding.

The precision of the data ranges between 20-30% in each bin of the distributions,

dominated by the statistical uncertainty. Within this precision, the predictions
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provide a reasonable description of the data. The normalisation difference again

results in a slightly better agreement with the NLO prediction, but the shape is

similar for both predictions.

The transverse energy distributions displayed in Figure 6.9 are reasonably well de-

scribed by the predictions. The p``T distribution in Figure 6.10(a) describes the Z

which is typically recoiling against the two photons. This distribution is therefore

sculpted by the transverse momentum of the two photons, which results in the peak

around 40 GeV. Analogous to the p``γT distribution in the Zγ analysis, the p``γγT dis-

tribution probes the QCD modelling of the predictions. The comparison is shown

in Figure 6.10(b) where it is seen that the agreement is quite poor in the low and

high pT regions, which exposes weaknesses of the QCD modelling by Sherpa in

these regions. The mγγ distribution is shown in Figure 6.11(a) and is reasonably

well described by the predictions. The m``γγ distribution provides a measure of

the hard scale of the system. The measurement is shown in Figure 6.11(b) and is

described well by the predictions. This distribution shows that this process starts

to be probed up to the TeV scale which is promising for future studies involving

anomalous couplings, as the sensitivity typically grows with the scale of the system.

6.7.3 Summary and outlook

The results presented in this chapter are from the first study of the Z(→ ``)γγ+X

process in isolation. The leptonic decay channels of the Z are used which, despite

having lower branching fractions than the νν̄ or qq̄ channels, result in clean signals

that do not contribute significant uncertainties to the final measurements. The

dominant uncertainties arise due to the limited data statistics and the uncertainty

of the fake photon background estimation. The measurements are performed in a

fiducial phase space which is dominated by the ISR production of the two photons.

Compared to the most recent ``γγ measurement at
√
s = 13 TeV [49], the precision

is improved by 4% despite using a more restricted region of phase space which does

not include FSR photons. The measured cross-sections are described well by MC
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predictions at NLO and LO, although the limited precision of the measurement does

not allow for the two predictions to be well distinguished. However, the differential

cross-sections do reveal some limitations in the QCD modelling of the calculations.

Now that the feasibility to measure the Z(→ ``)γγ process has been demonstrated,

further studies can be performed to expand the scope of the research with this

process. More specifically, this involves constraining limits on anomalous quartic

couplings. As the measurements presented here are statistically limited, no fur-

ther improvements are expected using solely the Run-2 dataset. However, as the

results are fully unfolded to a well-defined fiducial region, this means the results

are readily available to be compared to any new SM predictions if and when they

become available. The addition of the LHC Run-3 dataset will result in more precise

measurements that could be used to test the SM predictions more rigorously.
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Figure 6.9: The differential fiducial cross-section measurements as a function of (a)
the leading photon transverse energy (b) the subleading photon transverse energy.
The error bars for each data point represent the statistical uncertainty, whereas the
grey error bands also include the systematic uncertainties. The uncertainties shown
for the predictions from Sherpa are statistical only.
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Figure 6.10: The differential fiducial cross-section measurements as a function of (a)
the transverse momentum of the dilepton system (b) the transverse momentum of
the four-body system. The error bars for each data point represent the statistical
uncertainty, whereas the grey error bands also include the systematic uncertainties.
The uncertainties shown for the predictions from Sherpa are statistical only.
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Figure 6.11: The differential fiducial cross-section measurements as a function of (a)
the invariant mass of the diphoton system (b) the invariant mass of the four-body
system. The error bars for each data point represent the statistical uncertainty,
whereas the grey error bands also include the systematic uncertainties. The uncer-
tainties shown for the predictions from Sherpa are statistical only.



Conclusions

Run-2 of the LHC provided the highest centre-of-mass energy and largest number of

proton-proton collisions to date. A highly efficient operation of the ATLAS detector

over the period 2015-2018 allowed the collection of a huge dataset spanning a wide

scope of physics signatures, corresponding to an integrated luminosity of 139 fb−1.

Due to the high rate of collisions during this period, the detector was subject to

a significant amount of radiation, often exceeding the expectation set by the de-

sign values. The monitoring of the detector condition and recorded data quality

was therefore paramount in achieving an optimal performance. Two examples of

tools implemented for this purpose were presented in Chapter 3, for the ATLAS

semiconductor tracker. The first is used to investigate defects which are identified

in the calibration procedure. The second is primarily used to identify the cause of

inefficient modules and whether this can be attributed to radiation damage. Both

displays were part of a larger programme in the SCT operations team to ensure ex-

cellent data quality, and this programme will be continued into Run-3 of the LHC.

The vast dataset recorded by the ATLAS detector in Run-2 has allowed the mea-

surements of many processes predicted by the SM. For processes with relatively
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large cross-sections, the dataset provides the possibility for precision measurement,

which can be used to rigorously test the most accurate predictions. This has pos-

itive ramifications for improving the calculations and also potentially identifying

contributions from new physics. An example of such a measurement, for the process

pp → Z(→ ``)γ + X, was presented in Chapter 5. For processes with relatively

low cross-sections, the large dataset allows some of these to be measured for the

first time. The observation of such processes further demonstrates the predictabil-

ity of the SM and can be used to test calculations and constrain new physics. The

pp → Z(→ ``)γγ + X analysis presented in Chapter 6 is an example of such a

measurement.

The Z(→ ``)γ + X analysis constitutes the first measurements of this process in

isolation and is also the first for this process at
√
s = 13 TeV. The integrated

fiducial Z(→ ``)γ cross-section was measured to a total precision of 3%, resulting

in the most precise measurement of this process to date, and of similar precision

to the available theoretical predictions. The precision highlights the importance of

NNLO QCD corrections to the cross-section calculation. The fiducial cross-section

is also measured differentially which provides further sensitivity to NNLO QCD as

well as to NLO EW corrections. These measurements provide a benchmark for tests

of future predictions, which are expected to have even higher accuracy than those

currently available.

The Z(→ ``)γγ + X process was measured in isolation for the first time, and

also constitutes the first measurement of this process with the ATLAS detector

at
√
s = 13 TeV. The first differential cross-section measurements for this process

were also presented. The integrated fiducial Z(→ ``)γγ cross-section was measured

to a precision of 12%, with approximately equal contributions from statistical and

systematic uncertainties. The largest systematic uncertainty arises from the estima-

tion of the fake photon backgrounds, which was the most challenging aspect of the

analysis. The measurements are used to test predictions up to NLO in QCD. They

agree within uncertainties, however the precision of future measurements will need

to be improved in order to test higher order corrections rigorously.
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Both of these processes have further scope to be studied using the Run-2 dataset,

particularly with respect to anomalous couplings. As the Zγ and Zγγ processes are

measured in the ISR-dominated phase space, the limits set on aTGCs and aQGCs

are expected to be competitive with previous limits. Run-3 of the LHC, scheduled

to start in 2022, will provide an additional, slightly larger, dataset and at a slightly

higher centre-of-mass energy. The precision of measurements of these processes can

be improved by a corresponding factor, resulting in a more thorough test of the

predictions and stronger constraints on anomalous couplings. Looking even further

ahead to the HL-LHC era [52], a predicted dataset of around 3000 fb−1 could allow

for more scrutiny of the Zγ process, for example double-differential cross-section

measurements. For the Zγγ process, precision measurements could be performed

with this dataset. These analyses will form part of a wider programme of electroweak

measurements at the HL-LHC, which will continue to test the Standard Model and

search for new physics.
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[86] F. Spanò, “Unfolding in particle physics: a window on solving inverse prob-
lems”, EPJ Web of Conferences, vol. 55, 03002, 2013.

[87] A. Glazov, “Averaging of DIS Cross Section Data”, AIP Conference Proceed-
ings, vol. 792, p. 237–240, 2005.
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APPENDIX A

List of SCT Calibration Defects

The N-point gain defects are defined as follows:

• UNKNOWN

• DEAD - occupancy is always less than 1%

• STUCKON - occupancy is always more than 98%

• UNDER - occupancy never reaches maximum, always less than 95%

• OVER - occupancy greater than 100%

• BADFIT - poor fit to response curve (large χ2)

• UNBONDED - noise less than 750 ENC

• PARTBONDED - noise less than 1100 ENC

• NOISY - noise greater than 1.15 times the average chip noise

• V NOISY - noise greater than 1.25 times the average chip noise

• VLO GAIN - gain lower than 0.3 times the chip average

• LO GAIN - gain lower than 0.75 times the chip average

• HI GAIN - gain higher than 1.25 the chip average

• LO OFFSET - offset lower than -100 mV
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• HI OFFSET - offset higher than 200 mV

The noise occupancy defects are defined as follows:

• NO HI - noise occupancy greater than 0.05%

• DOUBTR HI - high double trigger noise occupancy



APPENDIX B

Zγγ Unfolding Inputs

The inputs to the unfolding, calculated from the Sherpa 2.2.10 NLO signal sample,
are given on the following pages. Figures B.1 and B.4 give the reconstruction ef-
ficiency correction which accounts for signal events generated in the fiducial phase
space which do not pass the detector-level selection, for the electron and muon
channels respectively. Figures B.2 and B.5 give the fiducial efficiency correction
which accounts for signal events which pass the detector-level selection but fail the
fiducial-level selection, for the electron and muon channels respectively. Figures B.3
and B.6 show the fiducial-to-detector-level bin migrations, for the electron and muon
channels respectively.
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Figure B.1: Efficiency corrections for the eeγγ channel.
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Figure B.2: Fiducial corrections for the eeγγ channel.
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Figure B.3: Migration matrices for the eeγγ channel.
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Figure B.4: Efficiency corrections for the µµγγ channel.
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Figure B.5: Fiducial corrections for the µµγγ channel.
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Figure B.6: Migration matrices for the µµγγ channel.
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