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Outline
• Neutrinos and Nuclear Reactors


It is difficult to calculate the spectrum and flux


• Detecting Reactor Neutrinos

Not your “typical” high energy physics experiment


• Reactor Neutrino Oscillations

First, the good news.

Then, the bad news: Anomalies


• PROSPECT 

• Outlook
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Neutrinos and Nuclear Reactors
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Intense flux of 𝜈e̅ from β-decay of neutron-rich nuclei
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Neutron Number

235U, 239Pu, …

Fission fragments: 
Neutron-rich nuclei
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What is the Flux? Spectrum?
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Flux is easy to calculate 
with ≈20% precision 
from power output.

Flux is very hard to calculate with 2% precision! Lots of β 
decay branches, heat from β decay, and the evolution of 
reactor fuel (especially in nuclear power plant reactors).

Alternative approach: 
Use “Inversion” of β 
decay measurements 
of 235U, 239Pu, …

Schreckenbach 
(1985)

Huber (2011)

Number of neutrinos 
per fission

“Reactor Neutrino Spectra”, Hayes and Vogel, Ann.Rev.Nucl.Part.Sci. 66 (2016) 219
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Detecting Reactor Neutrinos
• Reaction:   𝜈e̅ + p → e+ + n   “Inverse Beta Decay” (IBD)


• Liquid scintillator (CH2) is target (p) and active medium


• Positron energy ⇒ neutrino energy (ignore neutron KE)


• The neutron recoils off protons, thermalizes, and captures  
providing a delayed coincidence for background rejection.


KamLAND: p capture (2.2 MeV photon)

Daya Bay: Gd capture (≈8 MeV total photons)

PROSPECT: 6Li (4He+3H, no photons)


• Backgrounds: Cosmic rays present a serious challenge 
for surface-based reactor antineutrino experiments. Also  
ambient radioactivity and reactor-associated effects.
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The Positron Spectrum
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nb: “Prompt” energy adds 1.0 MeV from annihilation photons, 
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Example: Daya Bay
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20-Tonne Monolithic Detector
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Under ≈100m of rock
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backgrounds produced by natural radioactivity, primarily at
energies .5 MeV. Gd-loading also provided a physical
method to fiducialize the detector, allowing efficient rejection
of ⌫e interactions which occurred outside the target volume.
The target scintillator was contained within a 3 m by 3 m
cylindrical tank, referred to as the Inner Acrylic Vessel
(IAV), which was made of UV-transparent acrylic. This was
nested within a similar 4 m by 4 m acrylic tank, refered to
as the Outer Acrylic Vessel (OAV), which was filled with
scintillator without Gd-loading (LS). This outer scintillating
region significantly increased the efficiency for detection
of gamma rays produced in the target region, reducing
systematic uncertainties from effects at the target boundary.
Hence, this region was referred to as the gamma catcher. Both
regions were nested within a 5 m by 5 m stainless steel vessel
(SSV), which was filled with mineral oil (MO). The MO had
a density matching that of the LS and GdLS, which balanced
stresses across the thin-walled (⇠1.5 cm) acrylic vessels. It
also shielded the scintillating regions from gamma rays from
radioactivity in the SSV and PMTs, and provided a transparent
medium for propagation of scintillation light to the PMTs.

ACU-A 

stainless steel vessel 

bottom reflector 

4-m acrylic vessel 

3-m acrylic vessel 

PMTs 

overflow tank  
ACU-B ACU-C 

calibration pipe 

top reflector 
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.
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.
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FIG. 2. Cross-sectional diagram of an antineutrino detector (AD).
Scintillation light was produced when a reactor ⌫e interacted within
the central 20-ton GdLS target, which was contained in a transparent
acrylic vessel. The target was nested within an additional 20-
tons of pure LS to increase efficiency for detection of gamma rays
produced within the target. Scintillation light was detected by 192
photomultipliers mounted on the inner circumference of a 5 m by
5 m stainless steel vessel, which was filled with mineral oil (MO).

Scintillation light was detected using 192 8-inch PMTs
(Hamamatsu R5912) which were immersed in the MO, and
mounted in 8 rings of 24 on the inner cylindrical surface
of each SSV. Specular reflectors located above and below
the OAV improved the uniformity of light collection versus
position within the scintillating regions. In the radial
direction, a black light-absorbing radial shield masked all but
the photocathode of the PMTs, simplifying and unifying the
optical characteristics of the eight detectors. Liquid overflow

tanks on the top of the detector allowed for small changes
in liquid volume of each region in response to changes of
temperature and pressure. Three automated calibration units
(ACUs) were used to deploy radioactive sources (60Co, 68Ge,
and 241Am-13C) and light-emitting diodes (LEDs) through
narrow teflon-bellow penetrations into the GdLS and LS
regions. Details of the calibration system are provided in [32].

Small differences (<0.5%) in the total number of protons
within each AD target region was the next most significant
correction when comparing the measurements of the far
versus near detectors (i.e. Np in Eq. 4). After mechanical
assembly and testing within a surface assembly building
(SAB), each dry AD was transported to an underground
liquid scintillator hall for filling. All GdLS was produced
in advance and divided equally between the eight ADs in
order to ensure a consistent proton and Gd density, as well
as optical performance. Each AD target was filled with
GdLS from a reservoir mounted on precision weigh-bridge
load cells, whose performance was confirmed using calibrated
test masses. Drift in the load cell readings over several
days provided the dominant systematic uncertainty of ±2 kg.
An independent measurement used a coriolis flow meter to
confirm the relative differences in mass delivered to each
AD with few-kg precision, although this instrument measured
the absolute mass with far less precision than the load cells.
A 0.13% correction accounted for the weight of nitrogen
gas which displaced the GdLS within the reservoir during
filling. After filling, another correction was made for the small
fraction of GdLS present within the calibration tubes and
overflow tank, and hence outside of the IAV target volume.
Table I summarizes the measured GdLS mass within each
IAV target. The 5-kg precision of the target mass correction
corresponded to a negligible 0.03% systematic uncertainty in
the comparison of antineutrino interaction rates among the
ADs.

After filling, the antineutrino detectors were installed in
a 10 m deep water pool in each underground experimental
hall, as shown in Fig. 3. The water shielded the detectors
from �-rays arising from natural radioactivity and muon-
induced neutrons, which were primarily emanating from the
cavern rock walls. The pool was optically separated into two
independent regions, the inner (IWS) and outer water shield
(OWS). Both regions were instrumented with PMTs to detect
the Cherenkov light produced by muons. A 4-layer modular
resistive plate chamber (RPC) system was installed over the
pool, which served in studies of muons and muon-induced
backgrounds. Identification of muons which passed through
the IWS, OWS, and RPC system enhanced the rejection of
background from neutrons generated by muon interactions
in the immediate vicinity of the antineutrino detectors. A
detailed description of the muon system was given in [33] and
muon-induced backgrounds are discussed in Sec. IV.

A single coaxial cable delivered positive high-voltage to,
and returned the signal from, each PMT. A passive circuit
AC-decoupled the fast PMT signal from the HV, and the
signal was input to a channel of the front-end electronics
(FEE). The HV for each PMT was tuned for detecting single
photoelectrons (PE), with gains matched at ⇠1.0 ⇥ 107 to

Well-Shielded Detector at a Nuclear Power Plant

Gd-loaded 
liquid 
scintillator
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Reactor Neutrino Oscillations
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Disappearance of Electron Antineutrinos
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Write mixing of 𝜈e and 𝜈x  in 
terms of energy eigenstates:
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Very small neutrino masses:
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Use basic Quantum Mechanics to propagate neutrinos 
over a distance L, and calculate the probability:
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Examples: 𝜃12 and 𝜃13
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40

the observed ⌫e survival probability as a function of effective
baseline Le↵ divided by the average antineutrino energy hE⌫i.
Almost one full oscillation cycle was sampled, given the range
of L/E⌫ values which were measured. The data from all
three experimental halls were consistent with the three-flavor
oscillation hypothesis.

 [km/MeV]〉νE〈 / effL
0 0.2 0.4 0.6 0.8

) eν 
→ eν

P(

0.9

0.95

1
EH1
EH2
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FIG. 40. Measured reactor ⌫e spectral distortion, displayed as
the oscillation survival probability versus Le↵/E⌫ . The effective
propagation distance Le↵ was estimated for each hall based on
the distribution of reactors contributing to the signal (see Eq. 56).
The average true ⌫e energy hE⌫i was determined for each bin in
the observed prompt positron spectrum based on the model of the
detector response. The ⌫e survival probability was given by the
observed signal in each bin divided by the prediction assuming no
oscillation. The measurement sampled ⌫e survival over almost one
full cycle, demonstrating distinct evidence in support of neutrino
flavor oscillation.

The confidence regions for �m
2
ee versus sin2 2✓13 are

shown in Figure 41. The confidence regions were obtained
using the change of the �

2 value relative to that of the best
fit, ��

2 = �
2 � �

2
min, as a function of sin2 2✓13 and���m

2
ee

��. All other model parameters were profiled during
the determination of the value of ��

2. The confidence
regions are defined as ��

2 less than 2.30 (68.27% C.L.), 6.18
(95.45% C.L.), and 11.83 (99.73% C.L.). The 1-D distribution
of ��

2 are also provided for each individual parameter, where
the alternate parameter has been profiled. A table of ��

2

values as a function of sin2 2✓13 and
���m

2
ee

�� is provided as
Supplemental Material [39].

The precision of this measurement of ✓13 was limited by
statistics, although systematic uncertainty from differences
of the ⌫e efficiency between detectors and predicted reactor
flux also contributed significantly. For

���m
2
ee

��, statistical
and systematic uncertainties were approximately equal in
size. The largest systematic uncertainty arose from potential
variation in the energy calibration of the far versus near
detectors, which was well characterized using multiple
redundant low-energy radioactive sources. Systematic
uncertainty from ⌫e interactions in the IAV also contributed.

Figure 42 compares the estimate of sin2 2✓13 with those
values obtained by other experiments, while Figure 43
provides a similar comparison for measurements of �m

2
32.

The measurements relied on a variety of ⌫ observations:

• the disappearance of MeV-energy reactor ⌫e’s over

FIG. 41. Confidence regions of sin
2
2✓13 and

���m2
ee

�� from a
combined analysis of the prompt positron spectra and rates. The
1�, 2�, and 3� 2-D confidence regions are estimated using ��2

values of 2.30 (red), 6.18 (green), and 11.83 (blue) relative to the
best fit. The upper panel provides the 1-D ��2 for sin

2
2✓13

obtained by profiling
���m2

ee

�� (blue line), and the dashed lines mark
the corresponding 1�, 2�, and 3� intervals. The right panel is the
same, but for

���m2
ee

��, with sin
2
2✓13 profiled. The point marks the

best estimates, and the error bars display their 1-D 1� confidence
intervals.

⇠km distances,

• the disappearance of ⌫µ produced by particle ac-
celerators with mean energies of ⇠600 MeV [67],
⇠3 GeV [68], and ⇠2 GeV [69] which had propagated
distances of ⇠295 km, ⇠735 km, and ⇠810 km
respectively,

• the appearance of ⌫e in those same neutrino beams, and

• the disappearance of ⌫µ produced by particle interac-
tions in the upper atmosphere [70, 71], with energies
>1 GeV and baselines up to the diameter of the Earth.

The consistency of the values of �m
2
32 measured via these

various techniques firmly establishes the three-flavor model
of neutrino mass and mixing.

VI. SUMMARY

From Dec. 4, 2011 to Jul. 28, 2015, the Daya Bay
experiment measured the rate and energy spectrum of electron
antineutrinos emitted by the six 2.9 GWth reactors of the
Daya Bay and Ling Ao nuclear power facilities. Combining
217 days of data collected using six antineutrino detectors
with 1013 days of data using eight detectors, a total of
2.5 ⇥ 106 ⌫e inverse beta decay interactions were observed.
The unprecedented statistics of this sample allowed the most
precise measurement of ⌫e disappearance to date. A relative
comparison of the rates and positron energy spectra of the
detectors located far (⇠1500-1950 m) relative to those near
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FIG. 38. Reconstructed positron energy spectra for the ⌫e candidate
interactions (black points). The spectra of the detectors in each
experimental hall are combined: EH1 (top), EH2 (middle), and
EH3 (bottom). The measurements are compared with the prediction
assuming no oscillation (blue line) and the best-fit three-flavor
neutrino oscillation model (red line). The inset in semi-logarithmic
scale shows the backgrounds. The ratio of the background-subtracted
spectra to prediction assuming no oscillation is shown in the panel
beneath each energy spectrum.

were consistent to .0.1� when data below 1.3 MeV was
combined into a single bin. Finely-binning the region below
1.3 MeV was also found to sizeably worsen the goodness-
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FIG. 39. A comparison of the estimated values of sin
2
2✓13 (top)

and �m2
ee (bottom) obtained using various combinations of the

two selected ⌫e samples, statistical methods, and reactor ⌫e flux
models. The horizontal dashed lines show the best estimate of each
parameter, while the gray regions show the ±1� confidence interval
from the reference results (selection A, method D, and the Huber-
Mueller reactor flux model). The .1� offsets for methods A, B,
and E were due to their choice of binning of the prompt energy
spectrum, particularly below 1.3 MeV. When all methods used the
same binning as method C, consistent results were obtained (open
circles). See the text for details.

of-fit. For example, the �
2 of method D increased by

⇠43 (�NDF=16) when the spectrum below 1.3 MeV was
binned identically to method A, and the shift of the estimated
value of �m

2
ee observed by method A was reproduced.

Alternatively, increasing the systematic uncertainty of the
finely-binned energy spectrum below 1.3 MeV also resolved
the discrepancies. These observations indicated that the
combined modeling of the large systematics at low energies,
including relative energy scale differences and energy loss
in the IAV, was insufficient for the case of a finely-binned
low-energy spectrum. In contrast, the results had negligible
dependence on the choice of binning above 1.3 MeV.
Variations were .0.1� for �m

2
ee, while those for sin2 2✓13

were even smaller.
For illustrative purposes, the spectral distortion shown in

Fig. 38 can be displayed as the ⌫e survival probability versus
L/E⌫ . The probability of ⌫e disappearance for each bin in the
prompt positron energy spectrum was given by the observed
signal divided by the prediction assuming no oscillation,
after subtraction of background. The prediction includes
corrections to the absolute reactor ⌫e flux as constrained by
the observation. An average ⌫e energy hE⌫i was estimated
for each bin in the prompt positron spectra from the model
of the detector response previously discussed. Given that it
was not possible to determine the reactor-of-origin for each
⌫e interaction, an effective baseline Le↵ was determined for
each experimental hall, according to Eq. 56. Figure 40 shows
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FIG. 38. Reconstructed positron energy spectra for the ⌫e candidate
interactions (black points). The spectra of the detectors in each
experimental hall are combined: EH1 (top), EH2 (middle), and
EH3 (bottom). The measurements are compared with the prediction
assuming no oscillation (blue line) and the best-fit three-flavor
neutrino oscillation model (red line). The inset in semi-logarithmic
scale shows the backgrounds. The ratio of the background-subtracted
spectra to prediction assuming no oscillation is shown in the panel
beneath each energy spectrum.

were consistent to .0.1� when data below 1.3 MeV was
combined into a single bin. Finely-binning the region below
1.3 MeV was also found to sizeably worsen the goodness-
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FIG. 39. A comparison of the estimated values of sin
2
2✓13 (top)

and �m2
ee (bottom) obtained using various combinations of the

two selected ⌫e samples, statistical methods, and reactor ⌫e flux
models. The horizontal dashed lines show the best estimate of each
parameter, while the gray regions show the ±1� confidence interval
from the reference results (selection A, method D, and the Huber-
Mueller reactor flux model). The .1� offsets for methods A, B,
and E were due to their choice of binning of the prompt energy
spectrum, particularly below 1.3 MeV. When all methods used the
same binning as method C, consistent results were obtained (open
circles). See the text for details.

of-fit. For example, the �
2 of method D increased by

⇠43 (�NDF=16) when the spectrum below 1.3 MeV was
binned identically to method A, and the shift of the estimated
value of �m

2
ee observed by method A was reproduced.

Alternatively, increasing the systematic uncertainty of the
finely-binned energy spectrum below 1.3 MeV also resolved
the discrepancies. These observations indicated that the
combined modeling of the large systematics at low energies,
including relative energy scale differences and energy loss
in the IAV, was insufficient for the case of a finely-binned
low-energy spectrum. In contrast, the results had negligible
dependence on the choice of binning above 1.3 MeV.
Variations were .0.1� for �m

2
ee, while those for sin2 2✓13

were even smaller.
For illustrative purposes, the spectral distortion shown in

Fig. 38 can be displayed as the ⌫e survival probability versus
L/E⌫ . The probability of ⌫e disappearance for each bin in the
prompt positron energy spectrum was given by the observed
signal divided by the prediction assuming no oscillation,
after subtraction of background. The prediction includes
corrections to the absolute reactor ⌫e flux as constrained by
the observation. An average ⌫e energy hE⌫i was estimated
for each bin in the prompt positron spectra from the model
of the detector response previously discussed. Given that it
was not possible to determine the reactor-of-origin for each
⌫e interaction, an effective baseline Le↵ was determined for
each experimental hall, according to Eq. 56. Figure 40 shows

Daya Bay: 𝜃13 KamLAND: 𝜃12 

 

In the ANA-IV sample, three neutrino generations are considered. The ̅ߥe survival probability 
depends on two mixing angles T12 and T13. The F2 is defined in the range of 0.9 MeV < Eprompt < 
8.5 MeV by 
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�
The terms are, in order: the�F2 contribution for (i) the time-varying event rate, (ii) the time-varying 
prompt energy spectrum shape, (iii) a penalty term for backgrounds, (iv) a penalty term for 
systematic uncertainties, and (v) a penalty term for the oscillation parameters. Ngeo			

U, Th  are the flux 
normalization parameters for U and Th geo ̅ߥ e’s, and allow for an Earth-model-independent 
analysis. NBG1~5 are the expected number of backgrounds which includes accidental, 9Li/8He, 
13C(D, n)16Oground state,13C(D, n)16Oexcited state, fast neutron and atmospheric neutrino backgrounds. 
These terms are allowed to vary in the fit but are constrained with the penalty term (iii). D1~4 are 
described before. The penalty term (v) optionally provides a constraint on the neutrino oscillation 
parameters from solar [45-49], accelerator (T2K [50], MINOS [51]), and short-baseline reactor 
neutrino experiments (Double CHOOZ [52], Daya Bay [53], RENO [54]).  Fig. 24 shows the 
prompt energy spectra of ̅ߥe candidate events.  
 

 
 

Fig. 24. Prompt energy spectrum of ̅ߥe candidate events above 0.9 MeV energy threshold (vertical 
dashed line) for the ANA-IV sample.  
 

 

 
 

Fig. 26. Ratio of the background and geoneutrino subtracted ̅ߥe spectrum to the expectation for the 
no-oscillation as a function of L0 (= 180 km})/E.  The energy bins are equal probability bins of the 
best fit including all background (see Fig. 22). 
 
 

 
 

Fig. 27: The same ratio as Fig. 26. The solid (blue), dash (red) and dash-dot (green) histograms are 
the expectations from the best-fit oscillations, best-fit decay and best-fit decoherence, taking into 
account the individual time-dependent flux variations of all reactors and detector effects. 
 
 
The reactor and solar neutrino oscillation data provide a fascinating test on CPT invariance in the 
neutrino sector. The sensitivity of CPT measurements depends on the frequency of the neutrino 
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Status: The Good News
• Mixing angles 𝜃12, 𝜃13, and 𝜃23 are all known


Reactor and beam experiments all contribute


• Mass2 differences are well measured

Everything appears to be consistent


• CP Phase δ “looks like” it is nonzero

Will be pinned by T2K, NOνA, and DUNE


• Mass hierarchy “looks like” it is normal

Will be pinned by JUNO, NOνA, and DUNE

!10



PROSPECT @ Manchester 8 June 2018

Status: Anomalies

• The flux is 6% smaller than calculations

aka The “Reactor Neutrino Anomaly”, where the 
most recent calculations disagree with experiment


➥ Interpret in terms of “Sterile Neutrinos”?


• The “bump” at 5 MeV in reactor spectra

Unexpected feature that shows up in all of the 
high statistics reactor neutrino experiments 
(Double Chooz, RENO, and Daya Bay)


➥ A clue to the Reactor Neutrino Anomaly?

!11

These show up mainly in reactor experiments
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To calculate the global average independent of the
model uncertainty used by the past measurements, we
follow the method described in Ref. [62] by first remov-
ing �model from both uncertainties, and define:

�exp

err
=

p
�2

err
��2

model

�exp

cor
=

p
�2

cor
��2

model
. (18)

�exp

err
and �exp

cor
now represent experimental uncertainties

only. We then build a covariance matrix V exp such that

V exp

ij
= Robs

i
·�exp

i,cor
·Robs

j
·�exp

j,cor
, (19)

where Robs

i
is the “ratio” column in Table 11 corrected

by the “Psur” column for the ✓13-oscillation e↵ect. Robs

i

represents the observed rate from each measurement.
We then calculate the best-fit average ratio Rpast

g
by

minimizing the �2 function defined as:

�2(Rpast

g
)= (Rpast

g
�Ri) ·(V exp

ij
)�1(Rpast

g
�Rj), (20)

where V �1 is the inverse of the covariance matrix V . This
procedure yields the best-fit result Rpast

g
=0.942±0.009,

where the error is experimental only.
Since we now use the Huber+Mueller model as the

reference model, we re-evaluate the model uncertainty
using the correlated and uncorrelated uncertainty com-
ponents given by Ref. [24, 25]. Using the weighted av-
erage fission fraction from all experiments (235U : 238U
: 239Pu : 241Pu = 0.642 : 0.063 : 0.252 : 0.0425), the
model uncertainty is calculated to be 2.4%, and the final
result becomes:

Rpast

g
= 0.942±0.009 (exp.)±0.023 (model) (21)

Finally, we compare the Daya Bay result with the
past global average. In the previous subsection, we ob-
tained the Daya Bay measured reactor antineutrino flux
with respect to the Huber+Mueller model prediction:
RDYB =0.946±0.020(exp.). This result is consistent with
the past global average Rpast

g
=0.942±0.009(exp.). If we

include the Daya Bay result in the global fit, the new
average is Rg =0.943±0.008(exp.)±0.023(model). The
results of the global fit and the Daya Bay measurement
are shown in Fig. 17.

The consistency between Daya Bay’s measurement
and past experiments suggests that the origin of the “re-
actor antineutrino anomaly” is from the theoretical side.
Either the uncertainties of the theoretical models that
predict the reactor antineutrino flux are underestimated
or more intriguingly, there exists an additional neutrino
oscillation that suppresses the reactor antineutrino flux
within a few meters from the reactor. Such an oscillation
would imply the existence of one or more eV-mass-scale
sterile neutrinos. To investigate this tantalizing possibil-
ity, future short baseline (10 m) experiments are required
to observe the L/E dependence of such an oscillation.
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Fig. 17. The measured reactor ⌫̄e rate as a function
of the distance from the reactor, normalized to the
theoretical prediction of Huber+Mueller model.
The rate is corrected by 3-flavor neutrino oscil-
lations at the distance of each experiment. The
purple shaded region represents the global aver-
age and its 1� uncertainty. The 2.4% model un-
certainty is shown as a band around unity. The
measurements at the same baseline are combined
together for clarity. The Daya Bay measurement
is shown at the flux-weighted baseline (573 m) of
the two near halls.

6 Measurement of Reactor Antineutrino
Spectrum

In this section, we extend the study from reactor an-
tineutrino flux to its energy spectrum. The measured
prompt energy spectra from the four near-site ADs were
summed and compared with the predictions. The detec-
tor response of the Daya Bay ADs was studied and used
to convert the predicted antineutrino spectrum to the
prompt energy spectrum for comparison. A discrepancy
was found in the energy range between 4 and 6 MeV with
a maximum local significance of 4.4 �. The discrepancy
and possible reasons for it were investigated.

6.1 Detector Response

The predicted antineutrino flux and spectrum were
calculated via the procedure described in Sec. 2. At
each AD, the reactor antineutrino survival probability
was taken into account with the best fit oscillation pa-
rameters, sin2 2✓13 =0.084 and |�m2

ee
|=2.42⇥10�3 eV2,

based on the oscillation analysis of the same dataset [32].
The relation of the antineutrino spectrum S(E⌫̄e) and the
reconstructed prompt energy spectrum S(Ep) can be ex-
pressed as,

S(Ep)=

Z
S(E⌫̄e)R(E⌫̄e ,Ep)dE⌫̄e (22)

where R(E⌫̄e ,Ep) is the detector energy response and can
be thought of as a response matrix, which maps each an-
tineutrino energy to a spectrum of reconstructed prompt
energies. The energy response includes four main e↵ects:
the IBD prompt energy shift, IAV e↵ect, non-linearity,
and energy resolution, which are studied in the following.
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have the same average fuel composition. During the 6-
AD data taking period, none of the reactor cores had
completed a burnup cycle. The di↵erences in fuel compo-
sition cause about 2% variations in measured IBD yield
(top panel of Fig. 16). These core-to-core variations can
be corrected using known values of the fission fractions

given by Table 9. On the other hand, all the reactor cores
had roughly one full cycle during the 6-AD and 8-AD
data taking period. Therefore measurements from eight
detectors give the same value (within statistical fluctua-
tion), and core-to-core variations are negligible (bottom
panel of Fig. 16).

Table 9. Tabulated results of the flux measurement from each AD. �f is the measured cross section in units of
10�43cm2/fission. Y is the IBD yield in units of 10�18cm2/GW/day. RH+M and RI+V are the ratios of measured
flux with respect to Huber-Mueller and ILL-Vogel model predictions, respectively. �exp is the total fractional
experimental uncertainty of the flux measurement. 235U, 238U, 239Pu, 241Pu are the flux-weighted fission fractions
of each fission isotope. L is the flux-weighted baseline for each AD. Psur is the average ⌫̄e survival probability at
each AD. See the text for more details.

�d

f
·1043 Y ·1018 RH+M RI+V �exp

235U 238U 239Pu 241Pu Ld Psur

(cm2/fission) (cm2/GW/day) (%) (m)

EH1-AD1 5.907 1.531 0.945 0.991 2.1 0.564 0.076 0.303 0.056 566 0.985

EH1-AD2 5.912 1.536 0.946 0.992 2.1 0.564 0.076 0.303 0.056 561 0.986

EH2-AD1 5.925 1.538 0.948 0.994 2.1 0.557 0.076 0.312 0.055 594 0.983

EH2-AD2 5.894 1.529 0.944 0.990 2.1 0.552 0.076 0.315 0.057 598 0.983

EH3-AD1 5.819 1.521 0.940 0.986 2.2 0.559 0.076 0.310 0.055 1635 0.934

EH3-AD2 5.858 1.540 0.946 0.992 2.2 0.559 0.076 0.310 0.055 1636 0.934

EH3-AD3 5.842 1.536 0.944 0.990 2.2 0.559 0.076 0.310 0.055 1640 0.934

EH3-AD4 5.907 1.554 0.956 1.002 2.2 0.552 0.076 0.315 0.057 1641 0.934

Table 9 further summarizes a few characteristic pa-
rameters calculated for each AD, including the average
fission fraction f iso

d
, flux-weighted baseline Ld and aver-

age survival probability P d

sur
. These parameters can be

trivially obtained in the case of a single reactor core, but
require clear definitions in the multi-core case of Daya
Bay. The average fission fraction f iso

d
is defined as fol-

lows:

f iso

d
=

P
6

r=1
�dr ·f iso

rP
6

r=1
�dr

, �dr =
N f

r

L2

dr

(15)

where �dr is the flux-weighting factor calculated from N f

r

and Ldr (see Eq. 12 for definition). We note that the av-
erage fission fractions for the two newly installed ADs
(EH2-AD2 and EH3-AD4) are slightly di↵erent from the
ADs at the same site, because they are seeing di↵erent re-
actor core histories with respect to other detectors. The
flux-weighted baseline Ld is defined as

1

L2

d

=

P
6

r=1
N f

r
·1/L2

drP
6

r=1
N f

r

. (16)

Finally, the average survival probability P d

sur
is calcu-

lated as follows:

P d

sur
=

P
6

r=1
NdrP dr

surP
6

r=1
Ndr

(17)

where Ndr is the predicted number of IBD events at the
dth AD from the rth reactor core without oscillation, and
P dr

sur
is the average survival probability given an AD-core

pair as defined in Eq. 12.
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Fig. 16. Yield Y for the IBD events in the 6-AD
only (top) and 8-AD only (bottom) period with
corrections of 3-flavor oscillations (closed circles),
and additional corrections due to the variations
of flux-weighted fission fractions at di↵erent sites
(open squares). The horizontal line is the average
yield of the near detectors, and the gray band is
its 1� systematic uncertainty. The rate predicted
by the Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange) region.

The measured IBD yields for each AD are plotted in
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contain differences in branching fractions [29], compli-
cating the interpretation of these calculations. Sepa-
rately, total-absorption gamma spectroscopy measure-
ments of key isotopes have shown that quoted un-
certainties are frequently underestimated [30]. Conse-
quently, ab-initio calculations of S(En) are thought accu-
rate to only ⇠10% [28].

Given the uncertainties in this approach, the con-
version method has become the de-facto standard for
modeling reactor ne energy spectra. The cumulative
b� energy spectra emitted by foils of fissioning mate-
rial were measured [23–26, 31] and used to estimate
the corresponding cumulative ne spectra with an es-
timated uncertainty at the few-percent level. As de-
scribed in Sec. I A however, modern predictions of this
type disagree with measurements of the flux, lead-
ing to the reactor antineutrino anomaly. In addi-
tion, recent, high-precision measurements of the an-
tineutrino energy spectrum from q13 experiments have
shown deviations from the theoretically predicted spec-
tral shapes. The measured spectra from Daya Bay, Dou-
ble Chooz, and RENO each show an excess of antineu-
trinos of approximately 10% with energies between 5
and 7 MeV [6–8].

Initial studies indicated that the ab-initio method re-
produced the shape of the spectrum better than the
beta-conversion predictions [32]. However, re-analyses
with updated fission and beta-branch information call
this result into question and instead point to antineu-
trinos produced by the 238U fission chain as a possi-
ble source of the spectral anomaly [29]. New mea-
surements with total-absorption gamma spectrometers
at ORNL [33] and University of Jyväskylä [30] will re-
duce uncertainties in individual beta-decay levels and
branching ratios. However, predicting antineutrino
spectra resulting from these decays remains challeng-
ing due to unknown shape corrections. Similarly, un-
certainties in the cumulative fission yields are not ad-
dressed by these measurements. Precision measure-
ments of reactor antineutrino spectra provide a unique
experimental probe that can address many of these
questions [29]. In particular, a first-ever precision mea-
surement of the 235U spectrum would highly constrain
predictions for a static single fissile isotope system,
as compared to commercial power reactors that have
evolving fuel mixtures of multiple fissile isotopes.

C. Anomalies in Source and Accelerator Experiments

Anomalous results have also been obtained in other
neutrino experiments. Both the SAGE and GALLEX ra-
diochemical experiments have observed neutrino flux
deficits with high-activity ne calibration sources [34–37].

Additional anomalies have become apparent in
accelerator-based neutrino experiments. The Liquid
Scintillator Neutrino Detector (LSND) Experiment at
Los Alamos National Laboratory was designed to

14θ22sin
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FIG. 4. Allowed regions in 3+1 framework for several com-
binations of ne and ne disappearance experiments. Contours
obtained from [3, 5, 40].

search for neutrino oscillations in the nµ ! ne channel.
It measured an excess of events at low energy consistent
with an oscillation mass splitting of |Dm2|⇠1 eV2 [38].
The Mini Booster Neutrino Experiment (MiniBooNE) at
Fermilab was conceived to test this so-called “LSND
anomaly” in the same L/E region [39]. In both the
nµ ! ne and nµ ! ne appearance channels, it observed
an excess of events. There is some disagreement re-
garding the compatibility of MiniBooNE ne appearance
data in models involving 3 active neutrinos and 1 ster-
ile state (3+1 model) [40] but the allowed regions for
neutrino oscillations partially overlap with the allowed
regions from LSND.

D. Global Fits

Attempts have been made to fully incorporate the
observed anomalies into a 3+1 framework of neu-
trino oscillations. Combining the short-baseline reac-
tor anomaly data with the gallium measurements under
the assumption of one additional sterile neutrino state
allows one to determine the allowed regions (Dm2

14,
sin2 2q14) in the global parameter space. Two recent
efforts obtain slightly different allowed regions and
global best-fit points [3, 5]. The disagreement can be
attributed to the differences in handling uncertainties
and the choice of spectral information included in the
analyses. Inclusion of all ne and ne disappearance mea-
surements further constrains the parameter space [5].
Fig. 4 illustrates the allowed regions obtained from dif-
ferent combinations of anomalous experimental results.

Because of the tensions between some appearance
and disappearance results, difficulties arise in develop-
ing a consistent picture of oscillations in the 3+1 frame-
work [40] involving both appearance and disappear-
ance data. Efforts at performing a global fit in frame-
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ment into the reactor core, defined as

burn-up⌘ W ·D
MU in

, (2)

where W is the average power of the fuel element, D
is the days since the fuel element begins to burn in the
core, and MU in is the initial uranium mass of the fuel
element. The unit of burn-up is MW · day · tonU

�1. A
similar quantity, cycle burn-up, is used to describe the
aging of the whole reactor core in a refueling cycle. Cycle
burn-up can also be calculated using Eq. 2, where W , D,
and MU in in this case represent the total nuclear power
of the reactor core, the days since the beginning of the
refueling cycle, and the initial uranium mass of all the
fuel elements in the reactor core.
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Fig. 3. An example of the reactor core map of fuel
elements with di↵erent burn-up (unit: GW ·day ·
ton�1) shown in color scale at the end of a refu-
eling cycle.

In reactors, electron antineutrinos are emitted pri-
marily from the fissions of four isotopes: 235U, 238U,
239Pu, and 241Pu. Fissions of other isotopes contribute
less than 0.3%. Fissions of 238U are only induced by
fast neutrons, while fissions of the other three isotopes
are mainly induced by thermal neutrons. Fresh fuel el-
ements contain only uranium isotopes. The plutonium
isotopes are gradually generated through neutron cap-
tures on 238U and subsequent neutron captures and beta
decays of its successor isotopes.

Fuel evolution is a dynamic process related to many
factors such as power, neutron flux, fuel composition,
type and position of fuel elements, and boron concentra-
tion. For safe operation of the reactors, NPPs do cal-
culations and simulations of the fuel evolution in every

refueling cycle by considering all of the factors above.
These detailed simulations are performed by validated
and licensed commercial software. The simulation pack-
age used by the Daya Bay NPP is SCIENCE, which
was developed by CEA, France. It uses the APOLLO2
code [40] as the core component. The simulation results
are provided to the Daya Bay collaboration in a table
which uses cycle burn-up as the index. The fission frac-
tions are provided by the simulation in the form of fi(�),
where fi is the fission fraction of isotope i, and � is the
cycle burn-up. Figure 4 shows an example of the fission
fraction evolution as a function of cycle burn-up within
a refueling cycle [41].
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Fig. 4. Fission fractions of isotopes in reactor core
D1 as a function of cycle burn-up from a simula-
tion of a complete refueling cycle. Other isotopes
contribute less than 0.3%.

The APOLLO2 code is widely used for cross section
generation and neutron transport calculations in com-
mercial reactor cores. It adopts rigorous methodology
for its validation, including comparison with the refer-
ence calculation using the same nuclear data libraries,
and with the experimental measurements [40]. Measure-
ments of spent fuel isotopic content were made and com-
pared with the results calculated using the APOLLO2
code [42]. The comparison shows that the measurement-
model deviations are less than 5%. Therefore, the uncer-
tainty of the calculated fission fraction is conservatively
estimated to be 5% for each isotope.

The NPPs also provide 3D core simulation results for
di↵erent burn-up stages, which enable an investigation
of the spatial distribution of the antineutrino production
inside the core. The reactor can be considered as a point
source of ⌫̄e for the Daya Bay experiment because the fuel
elements are symmetrically arranged in the reactor core
as shown in Fig 3. The relative di↵erence between treat-
ing the reactor as a point source and as a finite source is
negligible and the variation of the e↵ective fission center
in the reactor is estimated to be 2 cm horizontally. The
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tom panel of Fig. 1. The average effective fission fractions F̄i

for i = (235, 238, 239, 241) for the combined EH1 and EH2
ADs were (0.571,0.076,0.299,0.054).

Uncertainties in the input reactor data will result in system-
atic uncertainties in the measured IBD yields and in the re-
ported F239 values. The thermal power of each reactor was
determined through heat-balance calculations of the reactor
cooling water to a precision of 0.5%, uncorrelated among
cores [2]. Dominant uncertainties in this calculation arise
from limitations in the accuracy of water flow rate measure-
ments. Since these measurement techniques are independent
of the core composition, this uncertainty was treated for a sin-
gle core as fully correlated at all fission fraction values. Fis-
sion fraction uncertainties of �fi/fi=5% were determined by
comparing measurements of isotopic content in spent nuclear
fuel to values obtained by the APOLLO2 reactor modeling
code [2, 22]. As these comparisons do not suggest system-
atic biases in the reported fission fractions for specific burnup
ranges, fission fraction uncertainties were treated as fully cor-
related for all F239.

The fuel evolution analysis is particularly sensitive to de-
tection systematics not fully correlated in time. The stabil-
ity of the ADs’ performance in time has been well demon-
strated [20, 23]. Variations in the detector live time due to
periodic calibrations, maintenance, or data quality were cor-
rected for in the analysis with a negligible impact on sys-
tematic uncertainties. Percent-level yearly time variation in
light collection in the ADs has been corrected for in Daya
Bay’s energy calibration. Residual time variations in recon-
structed energies of order 0.2% had negligible impact on the
observed rate and spectrum variations described below. Time-
independent uncertainties in the IBD detection efficiency
were also included in the analysis; AD-uncorrelated and AD-
correlated efficiency uncertainties are 0.13% and 1.9%, re-
spectively [20].

To examine changes in the observed IBD yield and spec-
trum with reactor fuel evolution, effective fission fractions
F239 were used to group weekly IBD datasets into eight bins
of differing fuel composition, resulting in similar statistics in
each bin. For the F239 bins utilized in this analysis, the ef-
fective fission fractions (F235, F238, F239, F241) vary within
envelopes of width (0.119, 0.001, 0.092, 0.025), as illustrated
in Fig. 1. Each bin’s IBD yield per fission, �f in cm2/fission,
was then calculated based on that bin’s IBD detection rate [2].
Measured IBD yields [24], presented in Fig. 2, show a clear
downward trend with increasing F239.

The data were then fit with a linear function describing the
IBD yield as a function of F239, in terms of the average 239Pu
fission fraction F 239 given above:

�f (F239) = �̄f +
d�f

dF239
(F239 � F 239). (4)

The fit parameters are the total F239-averaged IBD
yield �̄f and the change in yield per unit 239Pu
fission fraction d�f/dF239. This fit determines
d�f/dF239 = (�1.86 ± 0.18) ⇥ 10�43 cm2/fission
with a �2/NDF of 3.5/6. The statistical errors in �f values
are the leading uncertainty in the measurement, with reactor

FIG. 2. IBD yield per fission, �f , versus effective 239Pu (lower axis)
or 235U (upper axis) fission fraction. Yield measurements (black)
are pictured with bars representing statistical errors, which lead the
uncertainty in the measured evolution, d�f/dF239. Constant yield
(green line) and variable yield (red line) best fits described in the text
are also pictured, as well as predicted yields from the Huber-Mueller
model (blue line), scaled to account for the difference in total yield
�̄f between the data and prediction.

data systematics also providing a non-negligible contribution;
errors arising from assuming linear trends in IBD yield with
F239 (Eq. 4) are negligible. The fit also provides a total
IBD yield �̄f of (5.90 ± 0.13) ⇥10�43 cm2/fission with the
error dominated by uncertainty in the estimation of the ADs’
IBD detection efficiency. This result was then compared to a
constant reactor antineutrino flux model, where d�f/dF239

= 0. This model, depicted by the horizontal green line in
Fig. 2, provides a best fit with �2/NDF = 115/7. The best-fit
d�f/dF239 value is incompatible with this constant flux
model at 10 standard deviations (�).

Observed IBD yields were compared to those predicted
by recent reactor antineutrino models, generated according
to Eqs. 1 and 2. Among many available models [9, 25–27],
235U, 239Pu, and 241Pu antineutrino spectrum per fission pre-
dictions from Huber [3] and 238U predictions from Mueller et.
al [4] were used to enable a direct comparison to the reac-
tor antineutrino anomaly. The predicted total IBD yield �̄f ,
(6.22 ± 0.14) ⇥10�43 cm2/fission, differs from the measured
�̄f by 1.7�. This 5.1% deficit is consistent with previous
measurements reported by Daya Bay [1, 2], as well as with
the ⇠6% deficit observed in global fits of past reactor exper-
iments. The predicted d�f/dF239 from the Huber-Mueller
model, (�2.46± 0.06)⇥ 10�43cm2/fission, is represented in
Fig. 2 after scaling by the 5.1% difference in the predicted and
measured �̄f from this analysis. This predicted d�f/dF239

differs from the measurement by 3.1�, indicating additional
tension between the flux measurements and models beyond
the established differences in total IBD yield �̄f . In particu-
lar, it suggests that the fractional difference between the pre-
dicted and measured antineutrino fluxes may not be the same
for all fission isotopes. If the measured fractional yield deficits
from all isotopes are equal, the ratio of the slope d�f/dF239

to the total yield �̄f will be identical for the measurement and
prediction. These ratios, -0.31 ± 0.03 and -0.39 ± 0.01, re-

5

spectively, are incompatible at 2.6� confidence level.
The evolution of Daya Bay’s IBD yield pictured in Fig. 2

was also used to measure the individual IBD yields of 235U
and 239Pu. For each F239 bin a in Fig. 2, the measured IBD
yield can be described as

�a
f =

X

i

F a
i �i, (5)

where F a
i are the effective fission fractions for each isotope,

and �i is the IBD yield from that isotope. Measurements from
all bins can be summarized with the matrix equation

�f = F�, (6)

where �f is an eight-element vector of the measured IBD
yields, � is a vector containing the IBD yields of the four fis-
sion isotopes, and F is a 8⇥4 matrix containing fission frac-
tions for the data in each F239 bin. This matrix equation was
used to construct a �2 test statistic

�2 = (�f � F�)>V�1(�f � F�), (7)

which allows a scan over the full � parameter space. The
matrix V is a covariance matrix containing the previously dis-
cussed statistical, reactor, and detector uncertainties, and their
correlation between measurements �f .

FIG. 3. Combined measurement of 235U and 239Pu IBD yields per
fission �235 and �239. The red triangle indicates the best fit �235

and �239, while green contours indicate two-dimensional 1�, 2� and
3� allowed regions. Contours utilize theoretically predicted IBD
yields for the subdominant isotopes 241Pu and 238U as indicated in
the lower left panel. Predicted values and 1� allowed regions based
on the Huber-Mueller model are also shown in black. The top and
side panels show one-dimensional ��2 profiles for �235 and �239,
respectively.

In order to break the degeneracy from contributions of
the two minor fission isotopes 241Pu and 238U, weak con-
straints were applied to these isotopes’ IBD yields. This was

accomplished in Eq. 7 by adding terms (�i � �̂i)2/✏2i for
238U and 241Pu, where �̂i and ✏i are theoretically predicted
IBD yields and assigned uncertainties, which were treated as
fully uncorrelated. Values for �̂i were taken from Ref. [4]
for 238U (10.1⇥10�43 cm2/fission) and Ref. [3] for 241Pu (
6.05⇥10�43 cm2/fission). Values ✏i were set at 10% of the
model-predicted yield, significantly higher than the quoted
Huber-Mueller uncertainties, in order to reduce the potential
bias to the fit.

The IBD yields from 235U and 239Pu, �235 and
�239, were found to be (6.17 ± 0.17) and (4.27 ±
0.26) ⇥10�43 cm2/fission, respectively. Allowed regions and
one-dimensional ��2 profiles for �235 and �239 are shown in
Fig. 3. The measurement is currently limited in precision by
the AD-correlated uncertainty in Daya Bay’s detection effi-
ciency, and by the statistical uncertainty in the measurements
�f . The 10% uncertainties assigned to �238,241 provide a
subdominant contribution to the uncertainty in �235 and �239.
This �235 is 7.8% lower than the Huber-Mueller model value
of (6.69±0.15) ⇥10�43 cm2/fission, a difference significantly
larger than the 2.7% measurement uncertainty. A measured
�235 yield deficit has also been reported using global fits to an-
tineutrino data from reactors of varying fission fractions [28].
The measured �239 value is consistent with the predicted value
of (4.36±0.11) ⇥10�43 cm2/fission within the 6% uncertainty
of the measurement.

By applying additional constraints on �f in Eq. 7, these
�235 and �239 results were tested for consistency with hypo-
thetical �f values representing differing sources of the reactor
antineutrino anomaly. If the anomaly is produced solely via
incorrect predictions of 235U, the measured �235 should devi-
ate from its predicted value while �238,239,241 remain at their
predicted values; enforcement of this additional constraint in
Eq. 7 produced a best fit higher by ��2/NDF= 0.17/1 (two-
sided p-value 0.68). A similar test of 239Pu as the sole source
of the anomaly yielded a best-fit value higher by ��2/NDF =
10.0/1 (p-value 0.00016). Requiring all isotopes in Eq. 7 to
exhibit an equal fractional deficit with respect to prediction,
the best fit was found to be higher by ��2/NDF= 7.9/1
(p-value 0.0049). Thus, the hypothesis that 235U is primar-
ily responsible for the reactor antineutrino anomaly is favored
by the Daya Bay data, with the equal deficit and 239Pu-only
deficit hypotheses disfavored at the 2.8� and 3.2� confidence
levels, respectively.

To investigate changes in the antineutrino spectrum with
reactor fuel evolution, observed IBD spectra per fission, S,
were examined, where �f =

P
j Sj , the sum of IBD yields in

all prompt energy bins. For each F239 bin depicted in Fig. 4,
the measured Sj values were compared to the F239-averaged
IBD yield per fission value Sj . The ratio Sj/Sj is plotted
against F239 in Fig. 4 for four different Ep bins. The common
negative slope in Sj/Sj visible in all prompt energy ranges
indicates an overall reduction in reactor antineutrino flux with
increasing F239, as demonstrated in Fig. 2. In addition, the
trends in Sj/Sj with F239 in Fig. 4 differ for each energy bin,
indicating a change in the spectral shape with fuel evolution.
In particular, the content of higher-energy bins decreases more
rapidly than lower-energy bins as F239 increases.

➥ Something odd with 235U 
flux contribution calculation?
Brand New: arXiv:1806.00574
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PROSPECT

• Two primary goals:

1. A search for sterile neutrinos with Δm2≈1eV2 through 

the disappearance of reactor electron antineutrinos

2. Precision measurement of the prompt energy spectrum 

of neutrinos from a highly enriched 235U reactor core


• Essential features:

- Highly segmented detector to measure spectrum 

dependence on baseline and to combat backgrounds

- Uses 6Li for localized neutron capture signal

- Neutrinos from the High Flux Isotope Reactor (HFIR) at 

Oak Ridge National Laboratory
!15

The PROSPECT Physics Program, J. Ashenfelter, et al., J.Phys. G43 (2016)
See also detailed paper on 50 liter prototype detector, arXiv:1805.09245
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PROSPECT: νe̅ Detection
• Prompt energy gives 

neutrino energy, and 
includes annihilation 
gamma rays.


• Neutron capture on 
6Li localizes signal.


• Light from delayed 
signal is quenched, 
but pulse shape 
discrimination works.


• Some contributions 
from np capture.

!16

p

t

Q(n, 6Li) = 4.78 MeV
Eee � 0.5 MeV

tcap � 40 μs

n6Li (~80% of captures)(~20%) nH

n

νe

e+
e-

2.2 MeV

0.511 MeV

0.511 MeV

α

γ

γ

γ

6Li-loaded Liquid
Scintillator

6Li3

Ee+ ∝ Eν
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Experiment Layout

!17
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HFIR Reactor Core

!18

235U Fuel Core: 
Diameter 43.5 cm 
Height 50.8 cm
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Detector Cross Section

!19

q Water	Bricks
q Active	volume
q PMTs
q Acrylic	tank
q Water
q Al	tank
q Lead
q Poly
q Borated	poly
q Chassis

Side	View

q Water	Bricks
q Active	volume
q PMTs
q Acrylic	tank
q Water
q Al	tank
q Lead
q Poly
q Borated	poly
q Chassis
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Total of 11×14=154
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Reactor Shielding

!20

Pool	
Wall

Floor

Shield
W
all

Concrete	Monolith

“Hot Spot” 
where channel 
is not over the 
monolith.
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Single Detector Module

!21

A B C

pinwheel	
spacers

center
pinwheels

end
plugs

PMT	
housing	walls

Reflector	
panels

Cable	
seal	plugs

 1.2 m 
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Detector Assembly at Wright Laboratory (Yale)

A Partially Assembled Layer
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Calibration Systems
• Optical fibers driven by 

a 450 nm pulsed laser 
for timing, single PE’s


• Radioactive sources 
(22Na, 60Co, 137Cs for 
β± ,γ; 252Cf for neutrons) 
insertable/removable on 
belts inside tubes


• Inherent radioactivity 
from ambient radon and 
227Ac scintillator “spike”

!23

Optical	fiber
Source	tube

Source	
motors

Source	belt	storage
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Data Acquisition

!24
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Data Rates and Volume

!25

Quantity/Run Condition Reactor On Reactor O↵ Calibration
Acquisition Event Rate (kHz) 28 4 35
Segment Event Rate (kHz) 115 35 190
Avg. Segment Multiplicity 4.0 7.0 5.5
Max Opt. Link Rate (MB/s) 3.0 1.0 7.2
Min Opt. Link Rate (MB/s) 1.1 0.6 2.2
Data Volume per Day (GB) 671 312 476

Table 2: Approximate data acquisition and transfer parameters for three typical operating conditions. The
calibration case has five 137Cs sources deployed within the AD while the reactor is o↵. The average multiplic-
ity is higher for the Reactor O↵ condition because muon and other cosmic events have very high multiplicity
and these are are greater fraction of events with the reactor o↵.

11.3. Data Transfer and Data Rates710

WFD module control and data transferred from paged memory bu↵ers on the WFD711

modules to storage hard disks is via optical fiber links. The CAEN CONET2 data transfer712

protocol is used, with either 2 or 3 WFD modules daisy-chained via a single optical link713

(Fig. 19). This distribution of the 21 total WFD modules over 8 optical fiber links ensures714

that the total required throughput can be achieved.715

The memory onboard the WFD modules is paged into 2 bu↵ers. While one bu↵er is being716

filled with waveform data, the other is available for transfer to disk storage. DAQ control717

software running on two independent computers continually polls the WFDs and transfer718

data when a bu↵er is filled. During high rate operation bu↵er overflows on WFD memory719

will occasionally occur (e.g. calibration). Such events are logged.720

(will add more here about the computing and network infrastructure which took some721

care to cope with the high data rates)722

11.4. Clock distribution723

The V1725 WFD module can operate using either an internal or external clock. If a724

clock signal is received on the “CLOCK IN” input a WFD module, it is mirrored on the725

“CLOCK OUT” output. One V1725 module is configured to act as the master clock for726

all modules, presenting a 62.5MHz di↵erential clock signal to the “CLOCK OUT” output.727

Each successive module receives and mirrors this signal, so that the clock is distributed via728

a daisy chain from module to module. Between adjacent modules the daisy chain cables are729

approximately 5 cm long. One longer cable (approx 1m) is required to carry the clock signal730

between the two VME crates. The propagation delays inherent to this distribution scheme731

are measured and corrected for in data analysis. (more details on how 62.5MHz is used by732

WFD for 250MHz sampling, or just refer to module documentation?)733

We use a separate FIFO for the ”run acquisition gate” to synchronize starting the board734

together. First board sends an acquire gate into NIM FIFO, fanned out to all other boards,735

which acquire while gate is open. There is some time jitter that prevents the board clocks736

from all starting together with a consistent t=0. O↵sets in the range ±8 ns are observed.737

However, this board-to-board o↵set is straight forward to measure and correct for in analysis738

using long muon tracks that traverse many segments.739

33

Processing Step/Run Condition RxOn RxO↵ Calibration
Raw File Size (GB/run) 29 13 22
Unpacked File Size (GB/run) 30 13 23
Raw ! Unpack processing time (CPU-min/file) 98 44 77
DetPulse File Size (GB/run) 8.2 3.7 4.9
Unpack ! DetPulse processing time (CPU-min/file) 58 26 37
PhysPulse File Size (GB/run) 3.2 1.4 2.4
DetPulse ! PhysPulse processing time (CPU-min/file) 14 6.2 8.7

Table 3: Typical data file sizes and processing times for three typical operating conditions (RxON = Reactor
On, RxOFF = Reactor O↵). The file sizes given are for a typical run length of 1 hour, except for calibration,
which is 10 mins. With typical availability of collaboration cluster computing resources, a year’s worth of
data could be processed in under four days.

12. Data processing and analysis framework740

Data is processed through the multiple stages described in this section. Processing time741

and resource estimates for each stage are given in Table 3.742

12.1. Raw data743

Raw data is output directly by the DAQ in a compressed binary format. One file exists744

for each digitizer board per run duration, which is typically ten minutes.745

12.2. Unpacked data746

The Unpacking step combines the raw data files from the multiple digitizer boards into747

a single file and converts from the compressed binary format of the raw data into a ROOT748

TTree. The fundamental information, i.e. the digitizer waveforms, remains the same. Thus,749

this step does not involve any physical or data analysis processing and only is a di↵erent750

format of the original data. A channel map between the physical hardware channels and751

their “logical” functions (e.g. PMT positions in the detector) is included in the unpacked752

ROOT file.753

12.3. DetPulse data754

Unpacked data is processed through a custom software utility called PulseCruncher.755

PulseCruncher reads each digitized waveform and identifies signal pulses there. The output756

of the PulseCruncher is a file containing DetPulses, each of which has the following attributes:757

• Event number (from the WFD board trigger counter)758

• PMT that detected this pulse759

• Pulse area (in uncalibrated digitizer units)760

• Pulse arrival time at PMT (in ns from the run start)761

• Pulse height (in uncalibrated digitizer units)762

34
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Possible Baselines

!26

The detector is on a movable platform

#3#2#1

7.93	m 9.06	m 12.36	m

Current position

Movement must respect existing walls and allow for standard 
walkway access, maintaining detector orientation, but can allow 
the electronics racks to be relocated.
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Performance & Analysis

All Results 
Preliminary

!27
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Pulse Shape Discrimination

!28
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Signal and Background

!30

Correlated vs Accidental

Identify α+t, then…

Corr: Look for IBD μs before

Acc:  Look for IBD ms after

Now subtract accidental from 
correlated, and examine the 
prompt energy spectrum…
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24 Hours of Neutrinos

!31

 Reactor On: 1254±30
 Reactor Off:   614±20

np→dγ
n12C→n12C*→n12Cγ
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IBD Events vs Baseline

!32

N={N(On)Corr − N(On)Acc} −{N(Off)Corr − N(Off)Acc}

Baseline (m)

Note: Baseline variation is derived by grouping 
modules, not by moving the detector.
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Oscillation Search
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95% exclusion curve based on 
33 days Reactor On operation
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Conclusion & Outlook
• Data taking started in March 2018, covering one partial and 

one full cycle of “Reactor On”, plus “Reactor Off”


• Total of 30 days of “Reactor On” time ➥ 22K events


• We have obtained our first results from a Sterile Neutrino 
oscillation search. The RAA solution is disfavored.

Preprint submitted: http://arxiv.org/abs/1806.02784


• Based on performance so far, we expect significantly higher 
statistical sample of events by end of 2018


• Work continuing on energy calibration, looking forward to 
precision spectrum results on 235U neutrinos
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The PROSPECT Collaboration
Ten Universities, Four National Laboratories, ≈70 Collaborators
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